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Summary

Heads-Up Visual OHMD Notifications

by

Nanayakkarawasam Peru Kandage Nuwan Janaka

Doctor of Philosophy in Computer Science

National University of Singapore

Despite their ability to provide crucial secondary information, notifications can
interrupt users and interfere with their primary tasks. Hence, with the increased usage
of mobile devices and digital services, mitigating the adverse effects of notifications has
become an important research challenge in the Human-Computer Interaction (HCI) field.
Optical See-Through Head-Mounted Display (OST HMD, OHMD, a.k.a., augmented-
reality smart glasses) is an emergent mobile and wearable device platform that can
potentially supplant the mobile phone and become an everyday device companion.

This thesis explores several ways of minimizing the attention costs of OHMD
notifications based on human visual perception. To achieve these objectives, it is
proposed to: 1) utilize paracentral and near-peripheral regions, 2) transform text
content to graphical format, and 3) change the luminance of notification content, when
displaying OHMD notifications. Then, each proposed OHMD notification design was
evaluated with a series of user studies. Our results contribute to creating attention-
maintaining visualizations for OHMDs, suggesting that by modifying the information
presentation of OHMD notifications, users can obtain secondary information with less
distraction to primary tasks than the existing presentation techniques.

Finally, we discuss the design implications and how our research addresses the
existing challenges in the heads-up computing paradigm.
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Chapter 1

Introduction

1.1 Background
Nowadays, mobile computing devices, such as phones, have become everyday device

companions [90, 61]. With the increase in mobile device platforms and digital services,
the number of daily notifications that users receive has increased [49, 14, 225]. Typically,
a mobile device user receives more than 60 notifications per day [211, 192], while a
tech-savvy user, such as a college student, receives more than 400 mobile notifications
per day [139]. Moreover, most notifications are attended to within a few minutes [189,
211, 192].

Notifications are the cues presented via different modalities (e.g., visual cues,
auditory signals, haptic alerts) that are generated by an application or service, which
relays information to a user outside their current focus of attention [110]. They help
guide users’ attention and proactively deliver additional information in a timely manner
[99, 182, 110, 189].

However, notifications are the most common form of interruption in information
technology and computer-related systems [2]. They cause unwanted effects on users
while they are engaged in other tasks, including reducing task performance, increasing
mental load, generating negative emotions, and disrupting social interactions [227,
20, 55, 1, 132, 150, 100, 140]. For example, users may be alerted with a notification
while walking and slow down to check the notification before resuming their walking
at normal speed. Meanwhile, completely disregarding or ignoring notifications is not
feasible because it can cause anxiety and encourage self-interruptions due to the fear of
missing out on important information [191, 110].

Given that notifications have both positive and negative aspects, it is essential to
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find ways to manage them properly; and with the increase in notifications on mobile
devices, minimizing their negative consequences has become a necessity.

1.2 Motivation
Optical see-through head-mounted displays (OST HMDs, OHMDs) or augmented

reality smart glasses (ARSG) are a trending mobile platform where virtual information
(e.g., computer-generated graphics) is superimposed on the semi-transparent near-
eye display, supporting always-on access to information [114, 17, 200]. Their ability
to provide digital content while maintaining situational awareness of the physical
background [176, 86], as well as the ability to superimpose digital content on physical
objects [17], have attracted attention in research as well as the industry [200]. They
have been used in different areas, including but not limited to medical/healthcare [165,
46], manufacturing and maintenance [243, 186], social [193, 174, 150], military [19],
navigation [207, 98], culture and tourism [35], education [107, 3, 263], and sports [68,
22, 187].

With the increase in the number of OHMDs in the consumer market [4] (e.g.,
Vuzix1, Nreal2, Xiaomi3, Lenovo4, Snap5, Oppo6, TCL7, Apple in 20238), it is predicted
to be the next everyday computing companion of humans and can potentially supplant
mobile phones [18, 45, 52].

BEFORE COMPUTING DESKTOP COMPUTING MOBILE COMPUTING HEADS-UP COMPUTINGHEADS-UP COMPUTING

visual
input

audio
output

haptic
output

Figure 1.1: Heads-up computing evolution. Source: [264].

1https://www.vuzix.com/
2https://www.nreal.ai/
3https://www.xda-developers.com/xiaomi-ar-smart-glass-hands-on/
4https://www.lenovo.com/us/en/thinkrealitya3/
5https://www.spectacles.com/new-spectacles/
6https://www.oppo.com/en/newsroom/press/oppo-air-glass/
7https://www.rayneo.com/
8https://www.tomsguide.com/news/apple-glasses
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OHMD is the leading device platform that enables the emergent heads-up computing
interaction paradigm [264, 133] (Figure 1.1), which can potentially mitigate the harmful
aspects of the prevalent mobile interaction paradigm (which focuses on mobile phones,
tablets), such as "smartphone zombies" who lack situational awareness [12] and health
issues such as "text neck" due to heads-down posture [220, 88]. Moreover, OHMDs
enable increased situational awareness [176, 86, 143], allowing increased multitasking
with digital information [43, 176].

However, presenting notifications on OHMD can divert users’ attention and cause
more interruption from visual stimuli than presenting notifications on other mobile
devices, such as phones, which may not always be present in users’ visual field [150,
210].

Thus, OHMD notifications need to be designed to support heads-up computing with
minimal adverse effects. Although there have been many research studies on notification
design and management that focus on presenting desired information to users in an
efficient manner while minimizing the disruption for desktop and mobile computing [7,
99, 96, 184], the difference between form factor and affordances of OHMDs compared
to other device platforms (e.g., mobile phones, Table 1.1) [115, 148, 267, 239, 265]
makes it harder to adopt the existing guidelines directly for heads-up computing (e.g.,
[208, 54]). Even though several studies focused on OHMD notification design (e.g.,
[174, 43]), they lack the exploration of maintaining communicative effectiveness (see
Chapter 2 for details).

With the literature gap (Chapter 2) and the increase of OHMD devices in the
consumer market [4], we see the need and opportunities to manage heads-up OHMD
notifications that motivate this thesis.

1.3 Thesis scope: visual OHMD notifications
Humans intake more than 80% of all information via the visual modality (i.e.,

through their eyes) [205]. In the context of notifications, which can be presented
in multiple modalities, the visual modality presents richer information with higher
encoding capability and can also be combined with other modalities in a complementary
manner [102, 198]. Moreover, OHMDs use the visual modality as the primary output
modality [114, 162, 17]. Therefore, throughout this thesis, we focused on visual
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Table 1.1: A Summary of different affordances supported by OHMDs and Phones [115,
148, 267, 239, 265]. Note: This list is not exhaustive.

Aspect OHMD Phone

Display See-through Opaque
Near-eye Distant
Central and peripheral vision Central vision

Access Always-on & On-demand On-demand
Viewing Heads-up Heads-down
Wearing Wearable Holdable
Hands-busy Hands-free Hands-busy
Content privacy Only be seen by the wearer Can be seen by bystanders

notifications (i.e., notifications presented only in the visual modality) on OHMDs.
In addition, people usually receive notifications when engaged in other activities [73,

161, 262, 189]. Accordingly, we define the primary task as the main activity that users
are engaged with and the secondary tasks as the new activities that users will engage
in when they receive notifications. For example, when an OHMD user navigates on
a busy road, the user may receive a notification and attend to it; hence, the primary
task is the navigation, and attending to the notification becomes the secondary task.

When users attend to notifications, part of their focused (visual) attention is
diverted from the primary task to the notifications. Furthermore, users feel distracted
or interrupted from their primary tasks if such attention diversion results in a cost,
such as when primary task performance is negatively affected by the notification [153].

As shown in Figure 1.2, the perceived cost of interruption depends on situational
factors, such as context, user characteristics, and information characteristics, as well as
user goals reflected in their expectation of interruption, reaction, and comprehension
[153, 154]. For example, the user may be willing to accept a higher interruption if the
notification reminds them of a crucial upcoming meeting that starts in a few minutes
(information characteristics), even if the user is writing an important report (context),
as the upcoming meeting may require an urgent reaction (e.g., rushing to the meeting
location). At the same time, if the above notification is about a close friend’s birthday
next week, the user may not willingly receive interruptions but want to remember it
later (i.e., needing higher comprehension). So there is a trade-off between the attention
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cost and the utility of notifications; thus, notification systems should minimize the
attention cost while maximizing the utility of providing secondary information (i.e.,
additional information outside the current focus of attention) [153, 154, 80].

Figure 1.2: Attention benefits and costs. Users expect to gain benefits associated with
fulfilling users’ goals (left side) by sacrificing attention from other tasks. Costs can be
exacerbated by factors of the current situation (right side). Source: McCrickard et al.
[153].

Visual notifications directly affect visual attention as information is directly pre-
sented in the near-eye displays of OHMDs. Therefore, in this thesis, we focused on
information characteristics, particularly visual information presentation, which directly
affects visual attention [230, 245, Ch1], to explore ways of designing OHMD notifications
further.

Given that visual information intake depends on human visual perception [81, 82,
124], we hypothesized that human vision and visual perception (see Section 2.3.2 for
details) could be utilized to design the presentation format of OHMD notifications.
Thus, we explored using visual perception properties in designing OHMD notifications.

McCrickard et al. [154, 150, 153, 155] developed a conceptual model, the IRC
framework, based on the attention-utility trade-off, focusing on user goals to improve
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design decisions for notification systems. As shown in Figure 1.3, their descriptive and
prescriptive model uses three critical parameters: Interruption (I), Reaction (R), and
Comprehension (C) (see Section 2.3.2 for details). Given that this model can identify
the differences between the targeted design model (i.e., expected parameters) and the
actual user’s model (i.e., resulting parameters), we use this model to evaluate our
proposed notification designs.

Figure 1.3: Notification systems categorizations according to the blend of design model
objectives (representing user goals) of interruption (I), reaction (R), and comprehension
(C) with low (0) or high (1) values. Source: McCrickard et al. [154].

As the utility benefits and attention costs depend on the context as well as infor-
mation characteristics [153, 154] (see Figure 1.2), and given that notifications provide
various types of secondary information [211, 189], our notification designs are focused
on specific contexts and particular types of secondary information (refer to Chapter 3-5
for detailed information). Moreover, we chose the most suitable visual perception
properties based on the usage context and secondary information type (see Section 1.4
for details) to support our targeted design model. We chose social interaction and
work settings as usage scenarios primarily because the adverse effects of notifications
in these settings can be quite severe [210, 150].
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1.4 Research questions
This thesis aims to answer the high-level research question: How can we minimize

the attention costs of notifications in heads-up computing? Based on the scope of the
research, the following thesis question will be addressed:

• How do we modify the information presentation of visual OHMD notifications to
minimize attention costs while maintaining communicative effectiveness during
multitasking?

To answer the above question, as illustrated in Figure 1.4, we explore various ways to
leverage visual perception properties (Section 2.2) in the design of OHMD notifications,
with the goal of minimizing unwanted distractions. Visual perception is influenced by
factors such as the information receiver (i.e., the eyes), the information source (e.g.,
virtual content on OHMD), and the information channel (i.e., light) [245, 124, Ch 6].
Therefore, we focus on three fundamental aspects that affect each of these elements:
vision region (receiver), form/pattern (source), and luminance (channel).

Visual Perception

Information receiver 
(eyes)

How to distribute notification 
content to engage different vision 

regions to minimize the attention 
costs of OHMD notifications?

Different visual regions have 
different perception capabilities

Information source 
(virtual content)

How to convert notification 
content to easily recognizable 
shapes to minimize the attention 

costs of OHMD notifications?

Form perception: shapes are 
easier to recognize than text

Information channel 
(light)

How to control the luminance 
of notification content to 

minimize the attention costs of 
OHMD notifications?

Luminance contrast affects visual 
perception

*Black background = Transparent

OHMD user OHMD notification

Figure 1.4: The research question structure shows how the visual perception properties
are used to answer the selected research questions in the scope of visual OHMD
notifications.

In the first project (Chapter 3), we explored the utilization of different regions of
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visual perception, particularly paracentral and near-peripheral vision [228], to distribute
OHMD notification contents in order to reduce the information load in central vision.
The research question guiding this investigation was:

• How can we distribute notification content to engage different vision regions to
minimize the attention costs of OHMD notifications?

To address this question, we developed a circular progress bar, an OHMD progress
notification displayed in the paracentral and near-peripheral vision areas to convey
time availability and task completion information during social interactions.

In the second project (Chapter 4), we explored ways to utilize a form perception
property, specifically the fact that shapes are generally easier to recognize than text
[236], for OHMD notifications. The research question guiding this project was:

• How do we convert notification content to easily recognizable shapes to minimize
the attention costs of OHMD notifications?

To address this question, we examined the use of icons to represent text notifications
in a work setting, which had received limited attention in previous research.

In the third project (Chapter 5), we investigated how luminance adjustments [245,
Ch 3] can be employed to minimize the disruptive impact of sudden visual stimuli from
OHMD notifications. The research question guiding this project was:

• How can we control the luminance of notification content to minimize the attention
costs of OHMD notifications?

To address this question, we designed fading text notifications, where the light intensity
of the notification changes gradually. We aimed to determine the optimal fading
duration for a work setting.

To address each research question, we conducted controlled studies, specifically
randomized controlled trials, with the approval of our university’s institutional review
board (IRB). The specific details of these studies are provided in each respective
chapter.
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1.5 Thesis contribution
This thesis makes several contributions to the field of visual OHMD notifications

and their impact on attention costs in heads-up computing. These contributions are
outlined as follows:

First, the thesis explores the utilization of different regions of visual perception,
specifically paracentral and near-peripheral vision, for distributing OHMD notification
contents during social interactions. Novel OHMD progress notifications were designed
to leverage paracentral and near-peripheral vision, and their effectiveness was empiri-
cally evaluated in simulated and realistic settings. Through this evaluation, the thesis
investigates the trade-offs between notification design and the quality of social interac-
tions. Additionally, potential OHMD designs utilizing paracentral and near-peripheral
vision for other multitasking scenarios are proposed based on the findings.

Second, the thesis introduces a method for leveraging the visual perception property
that shapes are generally easier to recognize than text in order to minimize the
interruption caused by OHMD notifications. It demonstrates the feasibility and
desirability of transforming text notifications into pictorial notifications for OHMDs
during multitasking. Factors influencing the effectiveness of pictorial notifications in
the OHMD context are examined, and each type of notification is empirically evaluated
through comparative studies. The thesis further extends its findings to a realistic setting
using an ecological study, providing insights into the trade-offs associated with using
text and pictorial notifications. Ultimately, it demonstrates that pictorial notifications
effectively reduce unwanted interruptions from frequently received short notifications
in both stationary and mobile multitasking scenarios.

Third, the thesis investigates methods of controlling luminance to minimize the
interruption caused by sudden visual stimuli of OHMD notifications. The use of fading
animation is explored and compared to commonly used animations to understand
the impact of luminance control. The findings indicate that fading animations can
effectively reduce the interruption caused by OHMD notifications, although various
factors need to be considered when implementing fading techniques.

In conclusion, the thesis provides a comprehensive discussion on the generalization
of the results and their implications for the design of future heads-up visual OHMD
notifications and information presentations on near-eye displays. It also outlines
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potential future research directions for managing interruptions in heads-up computing.
These include leveraging visual perception properties, combining modalities, evaluating
OHMD notifications, and exploring new application areas for OHMDs.

Overall, this thesis contributes to the field’s knowledge regarding notification designs
for OHMDs, as well as the evaluation and management of interruptions in heads-up
computing. By utilizing the inherent properties of near-eye displays, it pioneers the
redesign of notifications for heads-up computing, aiming to facilitate effective access to
information anytime and anywhere using OHMDs.

1.6 Thesis structure
As shown in Figure 1.5, the thesis is structured into three main chapters, each

presenting different notification designs aimed at minimizing the negative aspects of
visual OHMD notifications. These designs are guided by human visual perception
properties and evaluated using the IRC framework to assess attention-utility trade-offs.
The structure of the thesis is as follows:

Chapter 2

Chapter 6

Chapter 3 Chapter 4 Chapter 5

Chapter 1

Background

Visual Perception

Use paracentral and near-
peripheral vision for 

notifications

Use icon-augementations 

for notifications

Use fading animations for 

notifications 

Review Design Implications Future Work

IRC Framework

Scope Related Work

design evaluation

synthesis

Figure 1.5: The thesis structure illustrates the interconnectedness of the chapters.
Visual perception properties are employed in designing OHMD notifications, while the
IRC framework is utilized to evaluate their effectiveness.
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• Chapter 2 situates the research presented in this thesis within the broader body
of research on visual perception, interruptions, and notifications.

• Chapter 3 explores the utilization of paracentral and near-peripheral vision for
presenting OHMD notifications. It includes comparative studies that evaluate the
proposed design for progress notifications against existing designs in simulated
and realistic social interaction settings. The chapter also discusses guidelines and
limitations regarding the utilization of paracentral and near-peripheral vision for
information presentation on OHMDs.

• Chapter 4 focuses on establishing the feasibility and desirability of transforming
text notifications into pictorial notifications in the OHMD context. It begins by
identifying the advantages of pictorial notifications and then examines the condi-
tions under which pictorial notifications are more effective than text notifications.
The chapter concludes with a comparative study conducted in a realistic setting
to validate the findings from lab settings and discuss the trade-offs associated
with transforming text into pictorial representations.

• Chapter 5 presents a method for utilizing luminance contrast to minimize un-
wanted attention attraction caused by OHMD notifications. By comparing the
proposed fading animation with existing notification animations, this chapter
identifies the conditions in which fading animation is more effective in both
stationary and mobile situations. Furthermore, it discusses the generalization
of results across different tasks and explores the trade-offs associated with using
OHMD fading animations.

• Finally, the thesis concludes with Chapter 6, which provides a comprehensive
review of the thesis, including design implications, limitations, and suggestions
for future work.

1.7 Publications during Ph.D.
In reverse chronological order:
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Chapter 2

Related Work
Notification management is part of the broader research area concerning interruption

management during multitasking [7, 159]. In light of this, we begin by providing
background information on multitasking and interruption management. Given that this
thesis specifically targets the visual modality of OHMD notifications, we subsequently
delve into the intricacies of human visual perception and how it can be employed to
minimize attention costs associated with notifications designed for OHMDs.

2.1 Attention
Notifications serve as a means of shifting attention from one task to another and

enabling multitasking [110, 166, 7]. As a result, notifications interrupt ongoing tasks
by reallocating attention from the current tasks to the notifications themselves. Once
the notifications are attended to, attention is reallocated back to the previous tasks,
and work on their resumes. This section discusses how our work relates to interruption
management and attention allocation during multitasking.

2.1.1 Attention and multitasking

Attention can be defined as a cognitive resource that enables individuals to focus
on particular stimuli (e.g., parts of a task) in order to selectively process and filter
information [252, 11]. There are multiple theories and frameworks concerning attention
management and allocation across various tasks, such as Kahneman’s resource theory
[123], Wickens’ multiple resource theory [251], and the Resource Completion Framework
[177]. In each of these theories, attention is conceptualized as a finite (or elastic) resource,
and multitasking can incur cognitive, perceptual, physiological, and social costs [257,
177].
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In scenarios involving multitasking —where individuals undertake multiple tasks or
activities simultaneously [224, 83]— attention is necessarily divided among these various
tasks [251, 177], leading to attention fragmentation [177]. Despite the attentional costs
inherent to multitasking, individuals often persist in multitasking with their mobile
devices, drawn by the perceived benefits of increased information intake [244, 180]. For
instance, a person might simultaneously read or type text messages on a mobile phone
while navigating a busy street. Even though such a situation can be risky, the perceived
benefits —such as enhanced connectedness with others and saved time— encourage
this form of multitasking behavior.

2.1.2 Human interruption

Human interruptions enable users to switch their attention between different tasks
and support multitasking behaviors [166]. In the field of Human-Computer Interaction
(HCI), McFarlane [158, 157] defined human interruption as "the process of coordinating
abrupt changes in people’s activities." However, human interruptions can lead to errors
and reduced performance when interacting with devices, such as computers, as attention
becomes fragmented across tasks [20, 21, 1]. McFarlane [157] identified eight descriptive
aspects of human interruption: 1) source of interruption, 2) receiver’s characteristics,
3) coordination method, 4) meaning of interruption (i.e., the content or purpose of
the interruption), 5) method of expression (i.e., design aspects of the interruption), 6)
channel of conveyance (i.e., the medium through which the interruption is received), 7)
human activity changed by interruption, and 8) effect of interruption (i.e., the impact
of interruption on ongoing tasks and the user).

This thesis specifically focuses on a particular form of human interruption arising
from OHMD visual notifications (i.e., the source of interruption is OHMD notifications,
and the channel of conveyance is the visual modality). We limit our exploration to
the design aspects of notifications (i.e., the method of expression) and investigate how
they affect notification handling strategies (i.e., coordination method) and the effects
of interruption, which we discuss in the following sections. To ensure generalizability
and avoid subjective biases, we exclude the receiver’s characteristics and the specific
meaning of interruption from our evaluations.
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2.1.3 Resumption

The Unified Multitasking Theory [212] outlines multitasking behaviors with human
interruptions and their effects on cognitive resources, such as attention and memory. As
depicted in Figure 2.1 and Figure 2.2, interruption behavior can be modeled as a cycle
with multiple stages, where attention is switched from a primary task to a secondary
task during the interruption and returned to the primary task during resumption.
Specifically, providing an interruption lag can assist users in remembering the state
of the primary task before attending to the secondary task, facilitating the faster
resumption of the primary task and minimizing distraction from the secondary task
[108, 212].

Figure 2.1: The stages of interruption and resumption and the task threads associated
with each stage (Source: [212, Figure 3]). The interruption lag can help users remember
the primary task state before attending to a secondary task, allowing users to resume
primary tasks faster and minimize the distraction from the secondary task.

In this thesis, we employ a dual-task paradigm [181] to investigate the effects of
notifications, where users engage in notifications as the secondary task while concurrently
performing a primary task. Specifically, we attempt to utilize the interruption lag to
minimize the attention costs of OHMD notifications using visual perception properties
(e.g., Chapter 5).

2.2 Human Visual Perception
Humans primarily sense the environment through five sensory organs: the eyes,

ears, nose, tongue, and skin, and interpret the sensory input through the nervous
system [124]. For instance, visual stimuli are detected by the eyes and interpreted as
sight/vision. Among these organs, the eyes play a dominant role, accounting for the
intake of over 80% of all information [205]. Human vision is capable of processing a
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Figure 2.2: Phases of the interruption lifecycle (Source: [108, Figure 1]). a) User
begins an interaction with two applications on a primary task, continuing through a
pre-interruption phase; b) alert arrives, and the user enters a response preparation
phase; c) user suspends the primary task and switches to interrupting application and
may become diverted to other peripheral applications; d) user returns to resume the
primary task.

vast amount of information and tends to dominate over other senses [226]. The process
of interpreting sensory information is referred to as perception [81, Ch 1], which enables
the identification and understanding of the perceived stimuli.

Successful perception of visual information can be influenced by various factors,
with the three main factors being the vision regions, patterns of the information, and
luminance contrast [245, Ch 6]. These factors correspond to the information receiver
(i.e., the eyes), the information source (e.g., virtual content on OHMD), and the
information channel (i.e., light) [124, 245]. Thus, we have examined previous literature
in these three areas.

2.2.1 Central and peripheral vision

Human vision can be divided into central (also known as foveal) and peripheral
vision [228]. Central vision exhibits the highest visual acuity, providing high sensitivity
to details and enabling the perception of fine information [124]. For instance, central
vision is employed when reading texts and identifying intricate shapes. It is located at
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the center of our gaze, with an eccentricity (i.e., the angular distance from the center
of the visual field [164], also referred to as the "visual angle" [89]) of approximately
2.5° (degrees), while peripheral vision extends beyond the central vision [228, 131] (see
Figure 2.3).

Peripheral vision also can perceive certain information, such as faint light. However,
its capabilities degrade as it moves further towards the periphery [124]. For instance,
text perception significantly diminishes after approximately 10 degrees of eccentricity,
shape perception degrades after approximately 30 degrees, color perception degrades
after approximately 60 degrees, and motion perception degrades after approximately
90 degrees [113, 179, Ch C.9].

Figure 2.3: Angular field of view of the human eye (source: [271] CC BY-SA 3.0). The
central vision has an eccentricity (visual angle) of 2.5°, the paracentral vision has an
eccentricity of 4°, and the near-peripheral vision has an eccentricity of 15°.

A closer examination of peripheral vision reveals multiple ring-shaped regions based
on the anatomy of the eyes. As depicted in Figure 2.3, these regions are known as
paracentral, near-peripheral, mid-peripheral, and far-peripheral vision [228, 43, 131].
Although the exact location of these regions lacks consensus in the existing literature
due to subjective differences [228], multiple resources [43, 131] have indicated that
paracentral vision is situated between eccentricities of approximately 2.5 to 4 degrees,
while near-peripheral vision occupies the range of 4 to 15 degrees of eccentricity. Previous
research [216, 201] has demonstrated that people can recognize text to some extent
using paracentral vision, based on the phenomenon known as "parafoveal preview,"
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although not as effectively as when utilizing central vision. Moreover, the efficiency
of reading based on this parafoveal preview depends on individuals’ familiarity with
the word, as they tend to make educated guesses (when the word is unclear) based on
context, especially for common and familiar words [216]. The near-peripheral region is
capable of recognizing shapes and symbols [113, 179, Ch C.9]. These capabilities can
be further explored to perceive secondary information that requires more detail than
peripheral vision alone can handle, thereby creating new opportunities for supporting
visual multitasking.

Offloading visual tasks to peripheral vision can effectively reduce the reliance on
and distraction to central vision. Several studies have explored this concept to support
various multitasking scenarios [43, 113, 86, 144, 195, 54, 170, 131]. For instance,
Chaturvedi et al. [43] showed that presenting visual cues in one’s peripheral vision can
reduce the usage of central vision by up to 50% under specific circumstances.

While the mid-peripheral and far-peripheral regions have been explored in the field
of HCI for presenting secondary information, such as notifications [144, 170, 43, 86,
195, 54], the paracentral and near-peripheral regions [131] remain relatively unexplored.
However, as mentioned earlier, a significant limitation of using peripheral vision is the
limited visual acuity, which restricts the level of detail that can be perceived (e.g.,
textual information is not well supported).

Thus, Chapter 3 explores the potential use of paracentral and near-peripheral vision
for OHMD notification presentation without compromising the information content,
as these regions have been shown to possess more capabilities than other peripheral
regions. Similarly, Chapter 4 and Chapter 5 investigate the utilization of central vision
to present OHMD notifications while reducing distraction using the following perceptual
properties.

2.2.2 Pattern perception

Humans possess different pattern perception abilities, also known as form perception
[5], which refers to the ability to recognize text/words, shapes, faces, and other visual
patterns. Generally, shapes are easier to identify than text because the human brain
can recognize low-complexity patterns such as shapes more quickly and efficiently than
composite patterns like text, which consists of sequences of letters [253, Ch 6].
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A common form of shape is a pictogram, defined as a "stylized figurative drawing
that is used to directly convey information of an analogical or figurative nature to
indicate an object or to express an idea" [236]. Pictograms are widely used in various
forms of communication, including emojis/emoticons in messaging [266, 234], emergency
communication scenarios [259, 74], and for individuals with intellectual disabilities
[217].

Despite the extensive use of pictograms, there is no consensus regarding their
effectiveness compared to text. A substantial body of work, particularly in the domain
of traffic sign research (for reviews, see [24, 41]), favors the use of pictograms due to
their language independence [236], rapid recognition [64, 127], and concise information
presentation [39, 156]. Several studies have demonstrated these advantages, finding
that pictograms were easier to use than their textual counterparts [236, 40].

Conversely, another set of previous studies argues against the notion mentioned
above [221, 254, 235, 92]. For instance, Roca et al. [204] compared traffic signs using
single words with pictograms and found that single-word messages were associated with
better performance (greater reading distances) and required less visual effort (fewer
glances and shorter glancing times) compared to pictograms.

Considering the discrepancy in the literature concerning the effectiveness of pic-
tograms, our objective was to delve deeper into this issue to elucidate the possible
reasons for these conflicting findings. In Chapter 4, we seek to address this question
by examining the effective application of form perception in the design of OHMD
notifications.

2.2.3 Luminance, brightness, and contrast

Human eyes perceive objects, patterns, and details based on the contrast difference
of light against a background, known as luminance contrast [245, Ch 3]. Luminance
refers to the measured amount of light, while brightness represents the perceived amount
of light emitted from a source [245, Ch 3]. Stimuli with high luminance contrast are
more salient and tend to attract visual attention [138, 151].

In notifications, this attention-grabbing effect can interrupt users’ primary tasks
[233, 145, 152]. One approach to minimize such disruptions is to use controlled
animations that manage the contrast difference [233, 145]. Chapter 5 explores the
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property of luminance contrast in OHMD notification design, specifically focusing on
fade animations. By controlling the luminance with proper timing, these animations
aim to minimize attention-grabbing while preserving information details.

2.3 Notifications
In order to understand the multifaceted nature of notifications and effectively

manage them, we will explore various aspects related to their effects and strategies for
optimization.

2.3.1 Multifaceted nature of mobile notifications

The proliferation of mobile and wearable computing devices has increased the
number of notifications users receive [49, 14, 225]. Unlike desktop settings where
users have the option to opt out of notifications naturally [190], users keep their
mobile devices, such as smartphones, with them at all times and are susceptible to
constant interruptions [61, 90]. Presently, mobile users receive a substantial volume of
notifications (more than 60 per day for the general population [211, 192], more than
400 per day for college students [139]), with most notifications being attended to within
a few minutes [189, 211]. Communication applications (e.g., messaging, voice, email),
social media applications, and calendar/reminder applications are the primary sources
of notifications [211, 189].

Notifications offer several benefits, such as increasing awareness of digital information
[110, 99], enabling proactive communication [189], fostering social connectedness [189],
and aiding in task management [182]. However, receiving notifications at random times,
especially those irrelevant to the ongoing task [160], can have negative consequences.
These include reduced work performance [227, 20, 55], increased task error rates [1],
and the induction of negative emotions [20, 1, 132, 189].

Thus, the goal of maximizing the utility of notifications (e.g., increased awareness,
proactive communication) while minimizing the adverse effects (e.g., attention costs)
has become crucial in notification systems and HCI research [153, 154].
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2.3.2 Notification models and evaluation

Researchers have developed various evaluation criteria and models to understand the
effects of notifications on daily tasks and the underlying factors [7]. Since notifications
incur attention costs [153], these models focus on addressing different aspects and
effects of attention costs, such as task performance reduction [185, 20, 55], error rates
[1], cognitive load [269, 175, 109], interruptibility [184], and receptivity [160, 214].

In stationary environments, most models utilize the life cycle of tasks and noti-
fications (e.g., phases/stages, Figure 2.2) to understand the effects of notifications.
Examples include the interruption life cycle model [108] and the interruption manage-
ment stage model [135]. In mobile environments, where additional contextual factors
come into play, most models consider the context (e.g., user activity, message content)
to infer the user’s attention level and associated attention costs [7, 159, 184, 96]. Thus,
as depicted in Figure 1.2, the effects of notifications, including attention costs, depend
on situational factors (e.g., context, user characteristics, information characteristics)
and user goals (e.g., expectation of interruption) [153, 154, 80].

McCrickard et al. [154, 44, 153, 155] developed the IRC framework based on
the attention-utility trade-off, focusing on user goals to improve design decisions for
notification systems. Their model, depicted in Figure 1.3, incorporates three critical
parameters: Interruption, which prompts the transition and reallocation of attention
from a task to the notification; Reaction, which refers to the rapid and accurate
response to notification stimuli; and Comprehension, which involves remembering and
making sense of the information conveyed by the notifications at a later time. These
parameters capture the multifaceted nature of notifications. As shown in Table 2.1,
objective and subjective measures are used to operationalize these parameters [44]. For
example, Interruption is measured using primary task sustainment and the perceived
cost to the primary task. Reaction is measured using the success rate of noticing
notifications, response time, and noticeability. Similarly, Comprehension is measured
using perception rate, understandability, and base comprehension (i.e., remembering
notifications after several minutes).

Moreover, these critical parameters can be linked with human information processing
models [154] to explain possible actions and generalize to both stationary and mobile
environments. This model also enables the identification of differences between the
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Table 2.1: Measures based on IRC framework [44, 154, 153]. Here [O] represents
objective measures while [S] represents subjective measures.

Parameter Measures

Interruption [O] Primary task sustainment (accuracy and speed)
[S] Perceived cost of interruption (task load)

Reaction [O] Detection rate, Response time
[S] Noticeability

Comprehension [O] Base comprehension (recall/recognition accuracy)
[S] Understandability

Satisfaction [S] Preference

targeted design model (i.e., expected parameters) and the actual user’s model (i.e.,
resulting parameters). Hence, we utilize this model to evaluate our proposed notification
designs in subsequent chapters within selected contexts. Additionally, we consider
Satisfaction, which reflects the overall approval of notifications. It is operationalized
using preference [153] (Table 2.1) to understand the desirability [166] of the proposed
notification design.

2.3.3 Notification management

Despite the attention costs, avoiding or ignoring notifications is not a practical
solution since it can cause anxiety and increase self-interruption due to the fear of
missing out on information [191, 110]. Therefore, researchers have employed several
strategies to manage notifications based on user attention [7, 159]. These strategies
include mediating (i.e., deferring notifications until the user is more receptive to them,
e.g., [175, 188, 21]), scheduling (i.e., delivering notifications when the user expects to
receive them, e.g., [248, 214]), indicating (i.e., indicating the availability of the receiving
party to the sending party, e.g., [268, 26]), and mitigating (i.e., changing the device or
presentation modality of the notification, e.g., [249, 142, 270, 229]).

Among these strategies, mitigating strategies are the only type that provides notifi-
cation information in a timely manner, which can be particularly useful if immediate
attention or action is required. Instead of delaying the appearance of the message,
mitigating strategies reduce distraction by re-encoding messages into an easier-to-
understand representation, thereby reducing cognitive load. Moreover, mitigating
strategies can be combined with other strategies to further minimize the distraction
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caused by notifications.
This thesis explores novel mitigating strategies based on the visual presentation of

information to minimize the negative effects of visual notifications. To achieve this, we
investigate the visual perception properties that can be used as mitigating strategies.

2.3.4 OHMD notification management

Similar to other mobile devices, OHMD applications and services generate noti-
fications to provide users with secondary information. Moreover, like other mobile
notifications, OHMD notifications also distract users from their primary tasks and
reduce task performance [143, 150]. Since OHMDs have different characteristics (e.g.,
semi-transparent display, limited resolution) compared to desktop computers or mobile
phones [148, 267, 260, 239, 194, 265], previous studies have investigated various miti-
gating strategies (Section 2.3.3) to minimize the adverse effects of OHMD notifications.
We categorize these strategies under the following categories (Table 2.2).

Table 2.2: A summary of some previous OHMD notification explorations.

Main Category Factor Description of the Factor Related work
Modality Multi Visual vs Auditory [174, 70, 56, 50]

Single Visual, Textual vs Graphical [143, 232]
Vision regions Peripheral vision Out of focus, Retinal variables (e.g., shape, color) [144, 113]

Central vision Central vs Peripheral presentation [43, 131]
Timing Timing Batches, Intermittent vs Continuous, Animations [174, 232]
Placement Position (Left, Center, Right)×(Top, Middle, Bottom) [48, 208, 129]

Stabilization Head-locked, Body-Locked, World-locked [208, 136, 129, 75]

Presentation modality

Regarding the presentation modality, most studies have focused on utilizing multiple
sensory modalities (e.g., visual vs. audio) for OHMD notifications [174, 70, 56, 50],
while only a few have explored the use of a single sensory modality [143, 232]. In
terms of multi-modality, previous research [174, 50] has compared audio and visual
modalities for delivering secondary information through OHMDs and found that the
audio modality is more suitable when immediate attention is required [70]. However,
auditory information can be more distracting [174], as multiple auditory cues presented
simultaneously may overlap, making it harder to distinguish compared to the visual
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modality [50]. Since the objective of this thesis is to present OHMD notifications with
minimal distraction, the focus is on a single sensory modality, specifically the visual
presentation modality. Moreover, visual presentation can be combined with other
sensory modalities in a complementary manner [198], and it is the predominant output
mode in OHMDs [114].

The visual presentation of notifications can be divided into two phases: the pre-
presentation phase, which aims to prepare users for incoming information, and the
presentation phase, which focuses on presenting the visual notification content [143,
232, 226]. For example, Lucero and Vetek [143] developed the "NotifEye" system, using
animated butterflies as a cue for incoming notifications and allowing users to attend to
or pull OHMD notifications through subtle interactions. While ambient signals can
help users prepare for incoming notifications and reduce potential distractions, their
focus was primarily on the pre-presentation phase. In contrast, this thesis concentrates
on the presentation phase of the notification itself, aiming to reduce distraction and
preserve communicative effectiveness by modifying the presentation modality, which
can also be combined with the pre-presentation phase.

One way to make visual notifications less disruptive during the presentation phase
is through the use of pictograms, which have been previously studied in navigational
[64, 39, 101] and healthcare [101, 141] contexts (also see Section 2.2.2). However, prior
investigations comparing textual and pictorial modalities for notifications in desktop
and OHMDs have yielded inconsistent results. Some studies have reported no significant
difference between text and pictograms in terms of users’ primary task performance
and distraction levels [247, 246], while others have found that users preferred text over
pictorial feedback [232, 223]. For example, Tanveer et al. [232] delivered feedback on
OHMDs during public speaking and found that text-based feedback was more effective
and easier to learn than pictorial feedback. The mixed results from previous studies
raise questions about the effectiveness of pictorial modalities for OHMDs and when
they might be effective, which motivates the investigation in Chapter 4.

Distribute information to different regions of the eyes

Related to the visual presentation modality, several studies have investigated factors
related to presenting information to different regions of the eyes to minimize potential
distractions. Current mobile devices, including OHMDs, typically utilize the central
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vision to present notifications in textual format [8], as text can convey precise and
detailed information [235, 254]. Therefore, most research in this category has focused
on exploring the use of peripheral vision to support different multitasking scenarios
and offload information from the central vision [43, 113, 86, 144, 195, 54, 170, 131].
However, the limited capabilities of peripheral vision (see Section 2.2.1) restrict the
amount of information that can be presented in peripheral notifications. Additionally,
most of the solutions that utilize peripheral vision (e.g., [170, 86, 54]) require hardware
changes and are not directly applicable to existing consumer OHMDs. Therefore, in
Chapter 3, we explore the underutilized visual regions, such as the paracentral vision,
for presenting OHMD notifications using existing OHMDs.

Organization and timing of the presented information

Several studies have examined how the organization and timing of secondary
information impact the primary task. For instance, Ofek et al. [174] found that
participants were less affected when visual information was presented in small batches
and delivered during speech gaps in conversations. Similarly, Tanveer et al. [232]
tested the continuous and sparse provision of speech-related visual feedback in a public
speaking scenario and found that sparse feedback was preferred. In Chapter 3, we
employ these guidelines to design OHMD notifications.

In a similar vein, animation is another technique used in notifications where the
timing and location of information are leveraged to control attention [233, 145, 152].
Studies in UX design have revealed that the duration and motion characteristics of
animation should be carefully designed to minimize undesired user attractions, with
recommended durations of around 100-500 ms for desktop and mobile devices [178, 94].
However, whether these guidelines can be directly applied to OHMD devices remains
underexplored.

Among different types of animations, fade animation has been shown to reduce
notification interruption in desktop environments [155, 152, 145, 256], and it has also
demonstrated promising results in OHMDs [71]. For example, Faulhaber et al. [71]
demonstrated that fade animations in OHMD notifications were the least distracting
compared to moving and flashing animations. However, their study employed a
combination of different animations, colors, and sizes, which collectively may have
influenced the observed reduced distraction.
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Moreover, most previous studies exploring fade animation focused on a coarse level,
such as fixed durations [71, 233, 145, 152, 155, 144], without fully understanding the
factors, such as fade duration, that impact the effective use of fade animations in
notifications. Therefore, in Chapter 5, we build upon previous work by isolating the
factors that influence the effective use of fade animation specifically in the context of
OHMDs.

Placement of information

The final category of investigation examines how information is positioned on
OHMDs, including factors such as position, alignment, stabilization, and their impact
on reducing distractions [48, 208, 129, 75, 136].

Chua et al. [48] studied the impact of different positions of OHMDs on the notice-
ability and perception of notifications during multitasking. They recommended using
the middle-right, top-center, or top-right positions when users engage in multitasking
situations where the primary tasks require central vision. Rzayev et al. [208] examined
the differences between displaying information in different alignments (observer-locked
vs. receiver-locked) and positions, and their effects on social engagement. Their inves-
tigations found that observer-locked alignment (i.e., information displayed at a fixed
location relative to the observer) is generally perceived as less intrusive. Similarly,
Klose et al. [129] and Fukushima et al. [75] explored content stabilization mechanisms
by anchoring content to the world, body, and head, and found that text readability
improves with world and body anchoring. However, head anchoring is preferred for
urgent texts such as notifications. In our designs, we adopted the top-center position,
observer-locked alignment, and head anchoring based on these findings.

2.4 Summary
Previous investigations on visual presentation have primarily focused on utilizing

peripheral vision to minimize distraction. However, this approach has limitations in
conveying information comparable to the central vision. After thoroughly examining
the existing literature on OHMD notifications, we have identified the need for designing
notifications that effectively balance communication and minimize attention costs to
primary tasks.
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Our approach addresses this challenge by leveraging human visual perception. We
aim to design notifications that maintain communication effectiveness while minimizing
distraction. This involves utilizing the unique capabilities of different visual regions
during multitasking scenarios.

Firstly, we explore the use of paracentral vision (Chapter 3) as a means to present
notification information without significantly interrupting central visual tasks. Next, we
delve into the capabilities of central vision, specifically pattern perception (Chapter 4),
and luminance contrast perception (Chapter 5), to effectively convey notification
content.

By adopting this approach, we introduce new ways to utilize both central vision
and nearby vision regions in the design of OHMD notifications. Additionally, we seek
to understand the reasons behind the discrepancies observed in the existing literature,
which deviate from the principles of visual perception. Through this understanding, our
aim is to optimize the presentation of OHMD notifications by considering the specific
affordances of OHMDs.
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CHAPTER 3. NOTICULAR: NEAR-PERIPHERAL AND PARACENTRAL
VISUALIZATIONS FOR OHMD NOTIFICATIONS

Chapter 3

Noticular: Near-peripheral and para-
central visualizations for OHMD no-
tifications

3.1 Chapter overview
This chapter explores the use of distinct visual regions to present OHMD notifica-

tions. To address the overarching research question (Section 1.4), How can we distribute
notification content to engage different vision regions to minimize the attention costs of
OHMD notifications?, the underutilized paracentral and near-peripheral vision regions
have been selected. To materialize the notification design, we examined progress
notifications within a social setting, particularly face-to-face conversations (Section 3.3).
The primary question was then broken down into two main aspects for design and
evaluation:

1. How can progress notification content be distributed to the paracentral and
near-peripheral vision during face-to-face conversations?

2. How effective are such visualizations/designs in reducing the attention costs
associated with progress notifications during face-to-face conversations?

To address the first sub-question, we devised a circular progress bar, taking into
account the anatomy of the human eye and insights derived from preliminary studies.
Differing from traditional progress bar designs, we employed a circular layout to utilize
the paracentral and near-peripheral vision and presented it intermittently rather than
continuously.
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To address the second sub-question, we evaluated this circular bar against commonly
utilized textual and linear bars in a simulated conversational setting via a controlled
experiment. We hypothesized that the circular bar would be less distracting due to
its graphical nature and strategic placement surrounding the conversation partner
than other types of progress bars. The results supported our hypothesis, indicating
that the circular bar enabled users to maintain eye contact with their conversation
partners while minimizing distractions from acquiring secondary information, thereby
outperforming alternative solutions. We subsequently validated these findings in
a realistic conversational setting, where the majority of participants continued to
prefer the circular bar over other designs. We then explored potential applications
of paracentral and near-peripheral visions for presenting secondary information on
OHMDs.

This chapter incorporates materials, including figures and tables, adapted from our
pertinent research [116].

3.2 Introduction
As discussed in Chapter 1 and Chapter 2, it is crucial to minimize the adverse

effects of notifications, particularly on OHMDs. OHMDs enable just-in-time information
assistance anywhere and at any time [97, 203, 128]. For instance, OHMDs can augment
social interactions by providing relevant information that closely aligns with users’
immediate social contexts, such as conversation cues [255, 172, 232]. However, OHMD
users may occasionally need to receive urgent secondary information, such as reminders
about upcoming meetings or chat messages. This can negatively impact the quality of
conversations and reduce eye contact [150, 130].

This chapter outlines an approach aimed at mitigating such undesirable effects during
social interactions. We emphasize minimizing the distraction caused by secondary
information while maximizing users’ attention on the primary viewing target (for
example, the conversation partner) in social conversational settings. Building on the
previous approach of distributing secondary information to different eye regions, we
investigate two underexplored regions of our visual systems: the paracentral and near-
peripheral vision (Section 2.2.1). Additionally, we explore a secondary information
visualization design that leverages their unique capabilities. We designed the circular
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progress bar, linear progress bar, and text labels and displayed them in the paracentral
and near-peripheral regions of the eyes using an OHMD. These design alternatives
were compared in a simulated and realistic conversational setting across two studies.
The results suggest that the circular progress bar, designed to resemble the shape of
our paracentral and near-peripheral vision, can more effectively utilize its capabilities.
This allows users to perceive secondary progress updates with minimal distraction from
their primary viewing task. Our studies also reveal intriguing insights that can inform
the future design of attention-maintaining secondary visualizations for OHMDs, such
as providing notification summaries and trip status updates.

The contributions of this chapter include: 1) a novel design for OHMD progress
notifications that leverages paracentral and near-peripheral vision; 2) an evaluation
of the proposed design against two common designs in both a simulated and realistic
setting to understand the trade-offs between receiving notifications and maintaining
the quality of social interactions. Based on these findings, we discuss potential OHMD
designs to utilize paracentral and near-peripheral vision in other multitasking scenarios.

3.3 Study overview
To assess the potential of leveraging paracentral and near-peripheral vision for

perceiving secondary information during social interactions (e.g., face-to-face conver-
sations), we implemented three types of progress bars (Figure 3.1, Figure 3.4) to
convey time information: a circular progress bar (circular bar), a linear progress bar
(linear bar), and a text progress label (text label). We adopted recommendations from
previous literature and conducted an informal pilot study with six participants in a
conversational setting, testing various positions, colors, lengths, sizes, thicknesses, etc.
The finalized design minimized distraction during conversations yet allowed comfortable
acquisition of progress values.

The text label displays progress in a numerical format (0% to 100%), offering the
most accurate presentation of progress quantity. Recognizing the importance of reading
facial expressions and maintaining eye contact in social interactions [95, 15], text label is
positioned just above the conversation partner’s head to avoid visual overlaps between
the progress display and the partner’s face. This location falls within the paracentral
and near-peripheral vision (the precise position of gaze fixation determines which of
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the two vision types is utilized).
The circular bar advances clockwise, beginning at 0% and concluding at 100% at

the 12 o’clock position. It has a ring shape that fits within the natural viewing region of
our eyes and suits the paracentral and near-peripheral vision. Considering the average
head height1 is approximately 26 cm for the 95th percentile [179, Ch B.8], the circular
bar has a 30 cm outer ring diameter and is 1 cm thick.

The linear bar progresses from left (0%) to right (100%). It is straight, horizontally
placed, and stretches across the two vision types. Like the text label, it is positioned
just above the head with a thickness of 1 cm and a length of 40 cm.

As blue is visible in both the central and peripheral vision [43], we used a blue
color (#FF0000FF in hex) to represent the completed progress, and a grey color
(#FF6B6B6B) for the incomplete portion in the circular bar and linear bar . The text
label is displayed in sans-serif font following Debernardis et al. [60] with a text height of
4 cm. All progress bars are displayed with the observer-locked alignment as per Rzayav
et al. [208]. The progress bars were positioned at the same focal distance (depth) as
the conversational partner (i.e., digital character in study 1 and non-wearer in study
2 ) to prevent unnecessary focus switching.

There are trade-offs with using the three types of progress bars. Although text label
provides an exact quantity that may permit higher accuracy, previous literature has
shown that near-peripheral vision is less effective at recognizing text than shapes and
symbols. The circular bar and linear bar , being graphical in nature, are thus easier to
recognize via paracentral and near-peripheral vision. The areas on the screen occupied
by these three progress types affect their noticeability and potential for distraction - as
size increases, the noticeability improves, but it may become more distracting. The
level of familiarity (e.g., users are more familiar with linear bar) may also influence the
perception of progress information.

We conducted two studies to formally investigate how these design trade-offs
influence users’ ability to perceive secondary information while focusing on the primary
visual target. Study 1 (Section 3.4) simulated a conversational setting with a digital
character. This simulated setting was chosen to eliminate potential confounding factors
inherent to real-world scenarios, allowing us to establish stronger causal relationships

1the vertical distance from the bottom of the chin to the top of the head
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between stimuli and dependent measures. To verify the external validity of the results
of study 1, we also conducted study 2 using a realistic conversation setting.

3.4 Study 1: Obtaining progress information while
maintaining eye contact

Study 1 explores how different progress types influence participants’ ability to
maintain eye contact and gather progress information. To circumvent eye-tracking
inaccuracies arising from the head movement of the conversation partner, we used a
simulated face-to-face conversation setting to measure eye contact, where participants
focused on the facial features of a digital character.

3.4.1 Participants

A total of 12 volunteers (7 females, mean age = 22.7 years, SD = 3.1) from
the university community participated in the study. They had normal or corrected-
to-normal visual acuity without any color deficiencies. Four participants had prior
experience using OHMDs for less than 3 hours. Each participant was compensated
approximately USD 7.25 per hour for their time.

3.4.2 Apparatus

Participants wore the Microsoft HoloLens22 (FoV = 52° diagonal, resolution =
1440x936 per eye, refresh rate = 60Hz, eye-tracking with 1.5-3° accuracy at 30Hz) as
the OHMD platform. The HoloLens2 was chosen for its ability to display holograms
at a specified distance and for not entirely obscuring the wearer’s eyes. The progress
display program was developed using Unity and MRTK3 for HoloLens2 and Python.

The digital character, a muted talking head video extracted and resized from the
original video by docstocTV [63], was displayed on a 27” LCD monitor (refresh rate =
60 Hz, resolution = 1920 x 1080 px) at eye level (see Figure 3.1). The progress bars
were aligned relative to the digital character using fixed spatial coordinates.

The size of the face of the digital character was modeled after an average adult
male (head height = 26 cm). To assist participants in maintaining eye contact with the

2https://www.microsoft.com/en-us/hololens/hardware
3https://github.com/Microsoft/MixedRealityToolkit-Unity
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video, we enabled a gaze cursor (a white dot) that dynamically tracked participants’
gaze movements. We instructed participants to keep their gaze within a circular target
region outlined in green (see Figure 3.1). We ensured that the facial features of the
digital character always remained within the target region for accurate eye-tracking.

The distance between the participant and the digital character was maintained at
1.5 m (Figure 3.4), within the common range (1.2m - 3.6m) of natural social interactions
as defined by Hall [91, 208]. To prevent discomfort, we also adhered to the HoloLens
design guidelines4.

The diameter of the target region (i.e., the green circle shown in Figure 3.4) was set
to 13 cm, covering the eyes and lips, ensuring that the visual angle, at a 1.5 m distance,
falls within the central vision (eccentricity/visual angle of 2.5°). The circular bar falls
into the paracentral vision if a participant is focusing on the edges of the target region
like the digital character’s eyes (angle ≈ 3.2°), and falls into the near-peripheral vision
if a participant is focusing on the center of the target region like the digital character’s
nose (angle ≈5.7°). The implementation details are at Section 3.8.

Digital Character

Focal Region

Progress Bars

Eye-gaze Cursor

Circular Bar Linear Bar 
 Text Label 

25%


(a) (b)

(c)

(d)

~3.2°
2.5°5.7°

Figure 3.1: (a) The participants’ view of the digital character and circular bar through
OHMD, (b) the linear bar and text label as viewed by the participant, (c) visual angles
when focused on the target focal region and the circular bar . Depending on the focus
location, the visual angles vary, making the progress bar visible from near-peripheral
to paracentral vision, (d) the progress marking sheet given to participants. Original
source of digital character by docstocTV [63].

3.4.3 Task and procedure

The study was conducted in a quiet room under indoor lighting conditions to
ensure a consistent user experience. Upon entering the room, participants were briefed

4https://docs.microsoft.com/en-us/windows/mixed-reality/comfort
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about the study procedure and signed a consent form. They were also acquainted with
the OHMD and three types of progress bars, followed by an eye-tracking calibration.
Throughout the experiment, they were instructed to maintain eye contact with the
facial features of the digital character, even when progress notifications appeared.

The three progress type conditions were counterbalanced using a Latin Square
design in a within-subject format. Each condition consisted of 15 trials. In each trial,
a presentation type was assigned, and progress values (randomly chosen from 1-10,
20-30, ..., 90-100 bins with equal probability) were displayed on the OHMD while
participants focused on the digital character. The character remained on screen for 7
seconds, with progress bars appearing for 1 second randomly between the 2nd and 5th

seconds. These timings were based on participants’ ability to identify shown progress
while maintaining eye contact, as determined in a preliminary pilot study. Once the
digital character disappeared, participants were asked to note down the progress value
they had observed (see Figure 3.1). They then proceeded to the next trial after a
3-second break.

Upon completing each condition, participants filled out a questionnaire about
their experience during that condition. Two-minute breaks were provided between
conditions to reduce fatigue. The entire experiment, including the post-questionnaire
and interview, lasted approximately 50-60 minutes per participant.

Measures

In alignment with our RQs and Section 2.3.2, we gauged the primary task perfor-
mance as the quality of the simulated conversation and the secondary task (notification)
performance as progress perception, using both objective and subjective measures.

Quality of the (simulated) conversation. For assessing the quality of con-
versation, we employed the Degree of Distraction (Degree of Distraction = 1−average
percentage of times the user’s gaze is within the target region) as the objective measure.
This metric evaluates the impact of notifications on maintaining eye contact, with
a lower value indicating better performance. We also collected perceived task load
data for maintaining eye contact and receiving progress information using Raw TLX
(RTLX measure assesses the perceived workload across six subjective subscales: Mental
Demand, Physical Demand, Temporal Demand, Performance, Effort, and Frustration
[93]), and Perceived Interruption (’How much interruption did the progress bar cause
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to maintain eye contact when attempting to identify the progress?’, 0-100 scale) as
subjective measures.

Progress perception. For progress perception, we employed progress recognition
accuracy (Progress Accuracy = 1 − avg(|progressdisplayed − progressmarked|), progress
values were shown in percentage) as the objective measure (the higher the value, the
better). We also collected subjective measures such as Noticeability (’It was easy to
notice the progress bar’), Ease of Identification (’It was easy to identify the progress
shown in the progress bar’), and Comfortability (’It was comfortable to check the
progress while focusing on the face’), using 7-point Likert scales (1 = Strongly Disagree,
7 = Strongly Agree).

IRC framework. All measures belong to the IRC framework Section 2.3.2, as
illustrated in Table 3.1. These are not explicitly mentioned above as they are grouped
according to RQs.

Table 3.1: Measures based on IRC framework. Here [O] represents objective measures
while [S] represents subjective measures.

Parameter Measures

Interruption [O] Degree of Distraction
[S] RTLX , Perceived Interruption

Reaction [S] Noticeability
Comprehension [O] Progress Accuracy

[S] Ease of Identification
Satisfaction [S] Preference, Comfortability

3.4.4 Results

During the study, each participant completed three testing conditions, resulting in a
total of 45 trials per participant. This yielded a total of 540 ( = 12 x 3 x 15) data points.
The mean performance related to the quality of conversation is depicted in Figure 3.2a
and summarized in Table 3.2. Similarly, the participants’ mean performance concerning
progress perception is presented in Figure 3.2b and summarized in Table 3.3.

Analysis

We conducted a one-way repeated measures ANOVA or Friedman test (if ANOVA
assumptions were violated) on the quantitative data. Normality and sphericity were
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tested using the Shapiro-Wilk test and Mauchly’s test, respectively. For post-hoc tests,
we used multiple means comparisons with Bonferroni correction for the parametric data
and pairwise Wilcoxon signed-rank tests with Bonferroni correction5 for non-parametric
data. When non-parametric distributions could take a broad range of values (e.g.,
RTLX, which ranged from 0-100) and satisfied parametric assumptions, we employed
parametric tests. The interview recordings were transcribed and analyzed thematically
following Braun and Clarke [33].

Task feedback

During the study, all participants tended to focus on the eyes, nose, nostrils, or
mouth of the digital character based on their habitual conversation behaviors. All
participants reported that focusing on the target region positioned at the center of
the digital character’s face and noting the progress was “quite easy”. They also found
the progress bars visibly prominent when directly observed. The majority felt that
the duration indicated by the progress bar was adequate. However, four participants
expressed a preference for more time with the text label, stating that even with additional
time, they might struggle to recognize the text while focusing on the face. During the
post-study interview, all participants agreed that the gaze cursor aided in maintaining
focus on the target region without hindering their recognition of the progress values.

Quality of conversation (primary task performance).

Figure 3.2a (Table 3.2) provides a summary of the measures.

Table 3.2: Quality of conversation in simulated conversation setting (N = 12). Colored
bars show the relative value of each measure for different progress types. ⋆ and †

represent significant (p < 0.05) post-hoc tests.

Measure Degree of Distraction % Perceived Interruption RTLX

Format M SD M SD M SD

Circular bar 2.88 4.74 31.92⋆ 23.42 28.75⋆ 18.82
Linear bar 2.81 7.47 39.75† 22.32 36.81† 12.58
Text label 5.35 10.75 74.92⋆† 13.55 60.21⋆† 16.54

Objective measure - Degree of Distraction.
5Note: Bonferroni-corrected p values are indicated as pbonf . pbonf is calculated by multiplying the

observed (uncorrected) p by the number of comparisons made [31, 106].
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(b) Progress perception

Figure 3.2: Measures in the simulated conversation setting (N = 12). ⋆ and † represent
significant (p < 0.05) post-hoc tests and × inside box plot represents the mean value
point. See Table 3.3 and Table 3.2 for details.

Despite there being no significant difference (χ2(2) = 3.257, p=0.196, W = 0.703)
among progress types, text label registered the highest average value for Degree of
Distraction.

Subjective measures - Perceived Interruption and RTLX .
Overall, circular bar recorded lower Perceived Interruption and RTLX . Repeated-

measures ANOVAs revealed significant effects of Perceived Interruption (F2,22 = 21.026,
p < 0.001, η2 = 0.657) and RTLX (F2,22 = 16.646, p < 0.001, η2 = 0.602). Post-hoc
analyses disclosed that text label was significantly different (higher, pbonf < 0.01) from
linear bar and circular bar in terms of Perceived Interruption and RTLX . Results for
individual indices of RTLX are presented in Figure 3.3. A post-hoc analysis with
Bonferroni correction showed that for all measures, circular bar and linear bar yielded
significantly lower (p < 0.05) task load results than text label. However, there were no
significant differences between circular bar and linear bar , even though circular bar
recorded the lowest average task loads for all measures. On all indices, including the
overall score, the sorted order of task load from lower to higher was: circular bar <
linear bar < text label.

Furthermore, all participants ranked text label as the most distracting type, citing
difficulty in reading or “figuring out” numbers in the periphery and that it often led
them to shift their focus away from the face. The majority of participants (10/12)
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Figure 3.3: NASA-TLX scores for circular bar , linear bar , and text label. Overall circular
bar had the lowest Perceived Interruption. ⋆ and † represent significant (pbonf < 0.05)
post-hoc tests. Error bars represent standard errors.

selected circular bar as the least distracting since it allowed them to perceive progress
notifications without disruptions in focus.

Progress perception (notification task performance).

Figure 3.2b (Table 3.3) provides a summary of the measures.

Table 3.3: Progress perception measures in the simulated conversation setting (N =
12). Colored bars show the relative value of each measure for different progress types.
⋆ and † represent significant (pbonf < 0.05) post-hoc tests.

Measure Progress Accuracy % Noticeability Ease of Identification Comfortability

Format M SD M SD M SD M SD

Circular bar 96.32⋆† 2.15 6.67⋆† 0.65 6.25⋆ 1.14 5.50⋆ 1.68
Linear bar 93.89⋆ 3.82 5.67† 0.99 5.08† 1.17 4.83† 1.19
Text label 91.47† 8.71 4.25⋆ 1.66 2.17⋆† 1.12 2.25⋆† 0.75

Objective measure - Progress Accuracy.
Overall, when participants maintained eye contact, the accuracy of progress identi-

fication dropped significantly for text label (MIN = 68.2, MAX = 99.8) compared to
circular bar (MIN = 90.2, MAX = 98.3) or linear bar (MIN = 83.5, MAX = 98.1).
The Friedman test disclosed a significant effect (χ2(2) = 10.167, p=0.006, W = 0.618)
of type. Surprisingly, post-hoc analysis indicated that circular bar was significantly
higher (pbonf < 0.05) than linear bar and text label in terms of Progress Accuracy.

Notably, text label registered the highest variation in average accuracy, as partici-
pants’ estimation errors were either very high or very low. All participants found it
“very difficult” to recognize and distinguish digits, as they appeared “blurry” or “hazy”
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when not looking at them directly. Specifically, they found “curved” numbers (e.g., 3, 6,
8, 9) harder to recognize than “pointy” ones (e.g., 1, 4). Nonetheless, two participants
could achieve almost full accuracy for text label while focusing on the face, indicating
individual differences in the ability to read text in the paracentral vision. Similarly, a
few participants found the extreme ends of linear bar (further away from the central
vision) harder to read. Conversely, most participants perceived that the circular bar
was easier to correctly recognize the position of, as it was larger and had an additional
element of “angle”, e.g., 25% is at a 90° angle from the center, which made the progress
position more obvious.

Subjective measures - Noticeability, Ease of Identification, and Com-
fortability.

Circular bar recorded the highest average ratings for Noticeability, Ease of Identifi-
cation, and Comfortability. Friedman tests revealed significant effects of Noticeability
(χ2(2) = 14.6,p<0.001, W = 0.388), Ease of Identification (χ2(2) = 21.56,p<0.001, W =
0.307), and Comfortability (χ2(2) = 16.13, p<0.001, W = 0.578). Post-hoc analyses
showed that circular bar was significantly different (higher, pbonf < 0.05) from both
linear bar and text label in terms of Noticeability. Similarly, text label was significantly
different (lower, pbonf < 0.05) than linear bar and circular bar in terms of Ease of
Identification and Comfortability.

The majority (10/12) of participants indicated that the circular bar , which appears
around the face with a larger area, was more noticeable than the text label or linear
bar , making it easier for them to identify the progress.

Preference

The majority of participants (10/12) ranked circular bar as their most preferred
progress type, with text label being the least preferred. In our interview, participants
reported that the surrounding shape of the circular bar allowed them to identify the
displayed progress without moving their gaze6, making it more comfortable to look at
while maintaining eye contact. Additionally, the circular bar resembled the familiar
“clock” with the progress shown at an “angle”. Given its larger size, they were able to
perceive the progress notifications with greater accuracy.

The remaining participants (2/12) who chose the linear bar as their preferred option
6This was further confirmed by visualizing the gaze trajectory as well.
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reported that the fixed location of the linear bar allowed them to track progress values
more easily than the circular bar since progress values could appear anywhere around
the face.

All participants chose the text label as the least preferred option, stating that the
text label was “difficult to decipher” (i.e., distinguish digits) and required them to exert
more effort to interpret the numbers (in paracentral and near-peripheral vision) while
keeping their gaze on the face.

3.4.5 Discussion

Surprisingly, evidence suggests that text label does not provide higher accuracy,
as circular bar demonstrated significantly higher Progress Accuracy and Ease of
Identification than text label. Text can only be clearly perceived when presented within
central vision [201, 113], which was not the case for our text label condition.

Given that both circular bar and linear bar have simpler visual patterns than text
[253, Ch 6], and that shapes and colors are recognized at a greater angle than text [113,
179, Ch C.9], the circular bar and linear bar were easier to recognize in paracentral
and near-peripheral vision than the text label.

As expected, the circular bar had significantly lower Perceived Interruption, RTLX ,
and a lower Degree of Distraction than text label. We lack evidence to draw the same
conclusion for the comparison between circular bar and linear bar .

Comparing text label with circular bar , there appears to be a trade-off between
accuracy and maintaining (uninterrupted) eye contact for text label. A majority (83%)
of participants preferred the circular bar , in line with the results showing that circular
bar resulted in the lowest distraction levels and highest accuracy while participants
maintained uninterrupted eye contact. Hence, the circular bar is the ideal choice for
presenting progress/task completion reminders when users need to maintain their focus
on a primary visual target.
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3.5 Study 2: Identify how the presentation type of
progress notifications affect face-to-face conver-
sations

In this study, we complemented study 1 with a more realistic setting in which a pair
of participants (wearer and non-wearer , Section 3.5.1) engaged in a conversation. We
initially explored the optimal form of persistence (i.e., whether progress is presented
continuously or intermittently on the OHMD) for progress bar design through a
pilot study with 4 participants, then subsequently conducted a formal study with 12
participants.

3.5.1 Apparatus

As shown in Figure 3.4, the same HoloLens2 was used by the wearer , where the
progress information was displayed in an observer-locked alignment with the face of
the non-wearer . This observer-locked alignment was implemented using Windows’
FaceTracker7 API and Unity’s viewport to world mapping8 at a fixed distance with a
tracking rate of 10Hz. To minimize misalignments of progress bars with respect to the
non-wearer due to tracking errors, we asked trained non-wearers to limit their sudden
head movements during conversations. The gaze cursor was removed for realistic effects,
as they are rarely used in real conversations. The distance between the wearer and
non-wearer was maintained at 1.5 m, replicating study 1.

3.5.2 Tasks

A wearer and non-wearer pair engaged in a face-to-face conversation on a given
topic (Figure 3.4) provided by the researcher. The topics were selected from the CAE
speaking test [67] (e.g., “What are the advantages and disadvantages of shopping by
computer?”), similar to those used by Mayer et al. [149] and Rzayev et al. [208]. We
limited each conversation session to 6 minutes, ensuring that participants had sufficient
time to engage in the conversation and attend to progress notifications.

In addition to engaging in the conversation as the primary task, both the wearer
and the non-wearer had secondary tasks. We asked the wearer to end the conversation

7https://docs.microsoft.com/en-us/uwp/api/Windows.Media.FaceAnalysis.FaceTracker
8https://docs.unity3d.com/ScriptReference/Camera.ViewportToWorldPoint.html
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 50%

1.5m

Wearer

Non-wearer

Figure 3.4: The wearer is wearing the OHMD while engaging in a conversation with
the non-wearer . The wearer sees three progress types in three conditions. From left to
right, the top figure depicts the progress bars: circular bar , linear bar , and text label.

smoothly when the progress bar reached 100% and then stand up. The non-wearer
was instructed to observe whether the wearer paid attention to the conversation and to
rate the eye contact and naturalness of the conversation after the discussion. Neither
was aware of the other’s secondary task.

3.5.3 Progress bar design

General design

In order to establish the conversation flow, we started the progress bar from 0% 30
seconds after the conversation began. The progress bars then incremented at a uniform
speed of 1% every 3 seconds, reaching 100% in 5 minutes. After this, the progress bar
remained on view for an additional 45 seconds before it informed the wearer to stop
the session.
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Pilot study to determine the persistence

We tested two kinds of persistence for progress notification presentation: continuous
and intermittent. The continuous progress bar remained on the screen, whereas the
intermittent progress bar appeared only when the progress value reached multiples of
10% (i.e., 10%, 20% ...), staying on the screen for 3 seconds each time it appeared. The
appearance interval and staying duration were determined by several pilots.

The pilot results with 4 participants showed that the continuous persistence on
screen was perceived as more distracting and was less preferred compared to the
intermittent one. Participants reported that they tended to “constantly check the
progress”, as the value was continuously changing, and they did not intend to do this,
especially when they had more time left for conversation. This constant checking
disrupted their “train of thoughts”. As for preference, most participants (3/4) preferred
intermittent, as it highlighted progress with minimal distraction. This finding aligns
with the literature [232, 174] that recommends sparse feedback to reduce distraction
from the primary task during multitasking. The only participant who reported more
distraction from the continuous still preferred it due to the accurate time tracking.
Based on the pilot results, we decided to use only the intermittent persistence in the
formal study.

3.5.4 Participants

The wearers were 12 participants (7 females, mean age = 22.4, SD = 2.5) recruited
from the university community, following the same standards as study 1 (Section 3.4.1).
The non-wearers were two volunteers (2 males, mean age = 24.5) from the same
community and were trained to manage the conversation to ensure fluid continuity.
They were fluent in English and acted as conversation partners. The non-wearers were
not aware of the study conditions. None of them participated in study 1.

3.5.5 Procedure

The study was conducted in a quiet room under indoor lighting conditions to provide
a consistent user experience. When the wearers arrived, they were briefed about the
study process and signed the consent form. They then familiarized themselves with
the OHMD and the three types of progress bars. They were also informed about the
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intermittent appearance, expected duration, and frequency of the progress bar during
the conversation. They were reminded to focus on the conversation while attending to
the progress bars.

When the wearer was comfortable with the setup, the non-wearer was guided to
the same room and seated on the opposite side of a table (see Figure 3.4) such that
they were 1.5 m apart from each other. They were given a practice topic to engage
in a conversation without any progress bar displayed on the OHMD for 3-4 minutes.
They then engaged in three conversation sessions with three types of progress bars.
After each conversation, the wearer removed the OHMD, and the participant pair filled
out the questionnaires (Section 3.5.6) separately. After completing the questionnaire,
a 2-minute break was provided before proceeding to the next condition. In the end,
both participants filled out a questionnaire on their overall experience and separately
attended the semi-structured interview sessions. These sessions captured the wearer ’s
perception of progress indication, their experience of receiving progress notifications,
and the non-wearer ’s perception of the conversation. The study took approximately 80
minutes per participant pair.

3.5.6 Study design

We tested three conditions: the circular bar , linear bar , and text label using a
within-subject design, which was fully counterbalanced.

Measures

In this study, we collected subjective measures of the quality of two-way conversation
and the wearer ’s perception towards the different progress types. At the end of the
study, we also collected the wearers’ preference for different progress types.

Quality of the conversation. To measure the quality of the conversation, we
employed three categories of measures: attention and concentration, eye contact, and
naturalness; these were gathered from both the wearer ’s ([W]) and non-wearer ’s ([N])
perspectives. These measures were adapted from McAtamney et al.’s study [150], but
the 5-point Likert scales were changed to 7-point scales (1 = Strongly Disagree, 7 =
Strongly Agree) to increase sensitivity and ensure consistency with other measures (see
Table 3.4 for the list of measures used in the study).

Progress perception. Similar to study 1, the perception of the progress bar was
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Table 3.4: Aspects and measures on conversation behavior of wearer from the wearer
[W] and the non-wearer [N] point of views (source: [150]).

Aspect on conversation Measures

Attention and
concentration

AC1: [W] ‘When the other person was speaking, I was always
listening to them’ / [N] ‘When I was speaking, I think the other
person was always listening to me’
AC2: [W] ‘I was always concentrating on the conversation’ /
[N] ‘I think the other person was always concentrating on the
conversation’

Eye contact EC1: [W] ‘When I was speaking, my attention was towards the
other person’ / [N] ‘When the other person was speaking their
attention was towards me’
EC2: [N] ‘When I was speaking the other person maintained eye
contact’

Natural behavior NB1: [W] ‘I acted naturally at all times during the conversation’
/[N] ‘The other person acted naturally at all times during the
conversation’
NB2: [W] ‘I felt relaxed during the conversation’/ [N] ‘ The other
person appeared relaxed during the conversation’

evaluated by the wearers after each condition, using measures of Noticeability and
Comfortability. Additionally, they evaluated Perceived Effectiveness in delivering the
current progress with a 7-point Likert scale (1 = Very Ineffective, 7 = Very Effective).

3.5.7 Results

During the study, each participant completed three conditions, resulting in a total
of 36 (= 3 x 12) conversations. Figure 3.6 (Table 3.6) and Figure 3.5 (Table 3.5)
represent the summary of measures. One non-wearer conversed with 8 wearers, while
the other non-wearer conversed with the remaining 4 wearers.

Quality of the conversation (primary task performance).

We analyzed the subjective ratings of attention and concentration (AC), eye contact
(EC), and natural behavior (NB), from both the wearer ’s ([W]) and non-wearer ’s ([N])
perspectives. There was a significant difference in NB2 from the wearer ’s perspective
(Friedman test, χ2(2) = 10.563, p=0.005, W = 0.781), yet the text label (M =
4.67, SD = 1.56) was not significantly lower than the circular bar (M = 5.50, SD = 0.91,
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pbonf = 0.096) and linear bar (M = 5.67, SD = 0.78, pbonf = 0.063). Besides this
measure, there were no significant differences for other measures. The detailed results
are summarized in Figure 3.5 (Table 3.5).

[W] AC1 [W] NB2[W] NB1[W] EC1[W] AC2

(a) Perceived ratings by wearer [W]

[N] AC1 [N] AC2 [N] EC1 [N] EC2 [N] NB1 [N] NB2

(b) Perceived ratings by non-wearer [N]

Figure 3.5: Perceived rating on progress types by wearer [W] and non-wearer [N] (N =
12). × inside the box plot represents the mean value point. See Table 3.5 for details.

At the start, the non-wearers felt “uncomfortable” and “awkward” talking with
wearers who were wearing “bulky” OHMDs but eventually found it more natural
once the conversation began. They mentioned that using “spectacle-like” OHMDs
in a casual conversation would be socially acceptable, as it would be similar to the
use of smartphones when engaged in a conversation, but still considered “rude” in a
professional setting. This could be because the Microsoft Hololens2 is still too bulky
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Table 3.5: Perceived rating in conversation setting (N = 12) by wearer [W] and non-
wearer [N]. Here C = Circular bar , L = Linear bar , and T = Text label. Colored bars
show the relative value of each measure for different progress types. † and ‡ represent
non-significant (pbonf > 0.05) yet pbonf < 0.10 post-hoc tests.

Measure AC1 AC2 EC1 EC2 NB1 NB2
Format M SD M SD M SD M SD M SD M SD

[W] C 6.00 1.28 5.50 1.31 5.83 0.94 - - 5.17 1.27 5.50† 0.91
[W] L 6.08 1.00 5.83 1.19 5.92 1.17 - - 5.58 1.24 5.67‡ 0.78
[W] T 6.17 1.03 5.75 0.87 5.92 1.17 - - 5.25 1.22 4.67†‡ 1.56
[N] C 6.67 0.49 6.50 0.65 6.33 0.78 6.25 0.75 6.08 0.67 6.50 0.67
[N] L 6.50 0.67 6.67 0.49 6.67 0.49 6.25 0.62 6.25 0.62 6.42 0.90
[N] T 6.50 0.91 6.67 0.49 6.42 0.67 6.17 0.39 6.33 0.65 6.67 0.65

and does not resemble regular glasses. We expect this problem to be mitigated with
more lightweight and natural-looking glasses such as the North Focals9 smart glasses.

From the non-wearer ’s point of view, they did not notice any significant differences
in the naturalness of conversation among sessions. Sometimes, they noticed that the
wearers’ gaze “moved to the corner”, but they assumed the wearers were thinking, and
this was perceived as natural.

Progress perception (notification task performance).

The post-hoc analysis showed that the circular bar had the highest Noticeability
and Perceived Effectiveness compared with the linear bar and text label, and a higher
Comfortability compared with the text label. The Friedman test revealed significant
differences between progress types in terms of Noticeability (χ2(2) = 8.600,p=0.014, W =
0.580), Comfortability (χ2(2) = 6.324,p=0.042, W = 0.515), and Perceived Effectiveness
(χ2(2) = 8.424, p=0.015, W = 0.696). The differences between circular bar and linear
bar in terms of Noticeability and Perceived Effectiveness were significant (pbonf < 0.05),
whereas the difference in terms of Comfortability was not significant (pbonf = 0.098).
The detailed results are summarized in Figure 3.6 (Table 3.6).

During the interview, all wearers mentioned that although they needed “a short
time” to glance at the progress bars, they did not have to look away from their partner
for the circular bar condition. However, for the text label and linear bar , they needed

9https://www.theverge.com/2019/2/14/18223593/focals-smart-glasses-north-review-specs-features-price
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★ ★

Noticeability Comfortability Perceived Effectiveness

Figure 3.6: Perceived rating on progress types by wearer (N = 12). ⋆ represents
significant (pbonf < 0.05) post-hoc tests and × inside box plot represents the mean
value point. See Table 3.6 for details.

Table 3.6: Perceived rating on progress types (N = 12). Colored bars show the relative
value of each measure for different progress types. ⋆ represents significant (p < 0.05)
post-hoc tests. † and ‡ represents non-significant (pbonf > 0.05) yet pbonf < 0.10
post-hoc tests.

Measure Noticeability Comfortability Perceived Effectiveness

Format M SD M SD M SD

Circular bar 6.33⋆ 0.99 5.25† 1.14 6.17⋆ 0.84
Linear bar 4.92⋆ 1.17 4.42†‡ 1.44 5.00⋆ 1.54
Text label 5.25 1.66 5.33‡ 1.30 5.42 1.56

to look at the top of the screen to check the progress. While they could still maintain
eye contact with the non-wearer , a few wearers (4/12) acknowledged that the sudden
appearance of progress bars distracted them from their conversations. This distraction
was relatively subtle, as the progress bars did not block their view of the non-wearer and
only appeared intermittently. But they felt time pressure when the progress reached
the end.

Wearers’ preference

As shown in Figure 3.7, more than half of the participants (7/12) ranked circular
bar as their highest preference, while 3 participants ranked text label and 2 participants
ranked linear bar as their most preferred.

During the interview, participants who preferred circular bar reported that it was
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Figure 3.7: Overall preference from wearer ’s perspective and eye contact ranking from
non-wearer ’s perspective

easier to notice. The surrounding shape and the clock-like design enabled them to
easily recognize the progress while maintaining attention on their partners. Compared
with the circular bar , the linear bar required them to shift their attention away from
the partner to see the progress. The text label was even harder to notice, required more
attention to read the text, and was perceived as more “stressful” as it provided exact
numbers.

However, some participants did not prefer circular bar , mentioning that the progress
position of the circular bar moved around the face, so they needed more time to check
where to look. The text label and linear bar were in a relatively fixed position, so they
only needed to focus on one area to read progress.

Non-wearers’ perception of wearers’ eye contact: Observers did not detect many
differences in eye contact among the different conditions, although they did sometimes
notice the participant looking up or to the side, but they interpreted this as “they were
processing what was said” or “thinking about what to say next”, and did not take this
as a lack of eye contact. As the linear bar was placed above the head, when the wearer
looked at it, this could have been mistaken for thinking, but overall, this behavior did
not cause any discomfort to non-wearers.

3.5.8 Discussion

Overall, the majority (7/12) of wearers chose circular bar as their first preference,
which is consistent with study 1, thus circular bar is preferred over linear bar and
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text label, is validated in a more realistic setting. In accordance with study 1, this
study showed the circular bar had higher noticeability and comfortability, and was also
perceived as most effective in delivering progress information.

However, some participants (3/12) perceived the text label to be more comfortable
for checking progress, as they could “quickly glance” at the progress without significantly
affecting social engagement. These three participants chose the text label as their first
preference, indicating that it could also be suitable for certain users.

Except for the relaxation measure (i.e., NB2 ), there were no significant differences
between progress types on conversation quality. The circular bar and linear bar were
more relaxing to see than text label while conversing. Thus, statistically significant
evidence is lacking to support that the circular bar enables greater attention toward
conversations. However, qualitative feedback supports the insight that circular bar
minimizes attention switching between conversation partner and on-screen progress
information. Multiple participants mentioned how the information shown on the
circular bar is “immediately understandable”, due to the shape and the graphical
representation, meaning that they did not have to spend too much time processing the
information and could continue conversing with their partner. They also mentioned how
it was very “obvious”, and could thus focus more on the primary task than interpreting
or anticipating the progress bar.

Overall, based on the study results, we recommend using circular bar to present
progress/task completion notifications in face-to-face (1:1) conversations. But there
are many other social interactions such as interviews, group meetings, and public
speaking where progress notifications can be used, and we need further explorations to
identify the most suitable type in those scenarios and how they will be moderated by
the urgency and importance of such notifications.

3.6 General discussion

3.6.1 Study summary

In study 1, we found that when participants maintained uninterrupted eye contact
in a simulated conversational setting, the circular bar enabled participants to receive
progress notifications with less distraction, higher noticeability, comfortability, and
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accuracy. The circular bar , aligned with the ring-shaped paracentral and near-peripheral
vision, allowed users to interpret progress values with significantly higher accuracy
than the text label. This was the preferred presentation type for the majority (83%)
of participants. In study 2 , we sought to verify the results of study 1 in a realistic
conversation setting. We found that the circular bar was perceived as more effective
in notifying participants of progress. Participants felt more relaxed with the circular
bar than with the text label, and the majority of users (58%) preferred it. While the
general consensus favored the circular bar , there are merits to the other two designs.

As previously discussed, text is the most concise and direct presentation form but
requires a certain amount of visual capability for viewing. The linear bar strikes a
balance between noticeability and disruption but provides an uneven viewing experience:
the areas of the bar closer to the region of central vision are more visible than areas of
the bar that are further away. The circular bar and its circular shape make it easier to
focus on the central location of the primary visual target, though its larger area can
also be overwhelming. We analyzed these design trade-offs for deeper insights.

3.6.2 The role of text in secondary information display

As depicted in Figure 3.8, even though the paracentral and near-peripheral regions
possess some capability to recognize text or symbols, it remains challenging for most
participants to reliably read text using either the paracentral or near-peripheral regions
alone. Therefore, displaying text entirely outside the central vision is not recommended.
However, our experiment also revealed that participants could largely discern the
meaning of the text information in the paracentral vision, indicating a potential to
offload some tasks from the central vision. One possible design is shown in Figure 3.9a.
By placing the words across near-peripheral, paracentral, and central vision, the
likelihood of comprehending the meaning significantly increases. While the text further
away from the central vision is harder to read, readers can infer their meanings by
considering them in conjunction with the text displayed in the central vision based on
their context. We believe this strategy can be used to display familiar phrases while
preserving the central vision for primary viewing tasks. Additionally, fonts designed
specifically for peripheral viewing like ‘Eido’ [27] or ‘PeriText’ [131], can be employed
for displaying text in the peripheral region of the eyes.
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(a) Visual perception angles of eyes. Source: [113] (Figure 4).

(b) Capabilities of paracentral and near-peripheral vision. References: [271, 113, 179]

Figure 3.8: Visual perception angles and capabilities of eyes for text, shapes, and color
recognition.

Figure 3.9: (a) Align important text to paracentral region, (b) Proposed linear bar , (c)
Use of paracentral and near-peripheral vision for a glanceable radial menu or notification
display, (d) Use of paracentral vision to show estimated arrival time. Image sources:
Flaticon.com (photo3idea_studio), Unsplash.com, and Google Material Icons
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3.6.3 Trade-off between circular vs. linear visualization

We discovered that the circular shape offers a unique advantage as it mirrors the
shape of our vision systems. By evenly distributing information around the central
vision, it is easier for the user to maintain focus. Thus, a circle is an ideal shape for
designing attention-maintaining secondary visual displays. This chapter explored one
type of circular secondary information: progress updates, but this concept can be
extended to other types of information. For instance, Figure 3.9c displays a transparent
radial menu around the primary visual target. We believe such designs can help users
perceive the menu options while easily maintaining visual focus. Another example is a
modified notification summarizer, the ‘Scope’, proposed by Dantzich et al. [57], which
leaves the center blank and puts notifications around the ring, allowing for multiple
glanceable categories of notifications (Figure 3.9c). A similar design could also be used
in presenting trip status (e.g., estimated arrival time) to users as shown in Figure 3.9d.

The linear bar , although familiar, doesn’t align well with our eyes’ anatomy. How-
ever, the linear progress update visualization is more predictable as it consistently
appears above the head (Table 3.5.7), thus easier for users to locate. Given that we
understand the importance of progress information is not evenly distributed (more
discussion in the following section): the closer to the deadline, the more critical the
progress update becomes, so we could adjust the position of the linear bar so that the
ending segment is closer to the central vision (Figure 3.9b), thereby making it easier to
perceive the information at the most important moments.

3.6.4 Timing of progress update

During the interview of study 2 , we collected participants’ feedback on the intermit-
tent persistence of progress bars. Most participants (wearers) reported that they only
checked the progress at the beginning and near the end of the conversation. Many of
them (6/12) preferred the progress bar to appear intermittently with a lower frequency
(e.g., 25%, 50%, 75%) at the beginning and to appear intermittently with a higher
frequency (e.g., 80%, 90%, 100%) or even continuously near the end. These results
suggest that people’s needs for checking the progress on the notification bar vary. They
are particularly interested in being notified towards the end of the progress to prepare
for follow-up actions. Thus, we recommend designing the circular bar with a hybrid
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persistence, supporting user customization.

3.6.5 Social distance and perception of progress bars

In realistic conversations, the distance between the wearer and non-wearer can
be shorter or longer than the distance we tested. When they get closer, the progress
bars will move from the paracentral to near-peripheral to far-peripheral vision. In this
situation, the circular bar and the linear bar can still be recognized due to their shape,
but the text label would be harder to view unless they look up directly (assuming all
progress bars maintain a fixed size). Similarly, if the distance between the wearer and
non-wearer increases, the progress bars will move from paracentral to central vision,
where wearers may be able to derive precise information from the text label (if the
font size remains visible). The circular bar would still facilitate accurate estimation,
while the linear bar would be harder to estimate due to shortening of perception length.
While our study provides a promising initial set of results, further research is needed
to understand how the size and position of the secondary information interplay with
the social distance between conversation partners.

3.6.6 Attention-maintaining secondary information display
design

As we mentioned in the introduction, we increasingly encounter multitasking
scenarios where multiple sources of information need to be attended to in a very
short period or almost simultaneously. In such situations, it’s essential to design
visualizations that match the priority of the information source and the amount of
attention it commands. A visualization that is unimportant but attention-grabbing is
highly undesirable; a visual design that carefully considers the priority of its attention
demand will be more visually pleasing. Our visual system has naturally evolved to
have multiple regions responsible for different sources of information. These regions
are equipped with different capabilities to naturally help us prioritize the information
we receive. While previous research has explored the usage of central vision, mid and
far peripheral vision subsystems, we believe the paracentral and near-peripheral vision
is also worth investigating as they have different capabilities compared to other visual
regions. This chapter conducted an initial investigation to demonstrate that these
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areas can be utilized to achieve better attention-maintaining secondary information
displays. However, realizing their full potential requires further investigation. These
include in-depth investigations comparing visual regions (e.g., central vs. paracentral),
exploring their capabilities and capacities, determining optimal information distribution
ratios, and more. We hope this chapter can increase awareness of this research topic, as
we anticipate a possible paradigm shift towards heads-up and wearable computing. This
line of research can aid future designers in developing better visualization techniques
to mediate multiple information sources.

3.7 Limitations
In study 1, despite our usage of the gaze cursor and target regions, we were unable

to control which vision region participants employed to check the progress values.
Since we could not record the vision region (i.e., paracentral or near-peripheral) each
individual used to inspect progress bars, we cannot conclusively state which region
contributed more to the current results. This study represents an initial step towards
understanding the use of paracentral and near-peripheral visualizations for OHMDs,
and further studies are needed to precisely identify the advantages of each region.

While we strived to recreate a realistic scenario of casual conversations between
participant pairs in study 2 , the context and setting remained artificial. Conversation
topics were predetermined and supplied to participants who were asked to maintain
a fixed distance from each other. Although training was provided to minimize the
effects of unfamiliarity, this factor may still have influenced participant engagement.
Furthermore, as the studies progressed, non-wearers might have grown more familiar
with study 2 , thereby affecting their ratings, even though they were blind to the
conditions. While the speaker’s turn may have influenced the perception of progress
bars, the random nature of the turn-taking process indicates that it may not have
favored any specific progress bar. Due to COVID-19 restrictions, all participants wore
masks during the studies, potentially hindering non-verbal communication, with the
exception of eye contact. However, the majority of participants (75%) reported feeling
that conversations felt natural once they began. We acknowledge the need for further
studies to confirm whether these results are replicable in other realistic settings, such
as during outdoor walking.
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3.8 Programming codes
The programming code for this chapter can be found at https://github.com/

NUS-HCILab/CircularProgressBar.

3.9 Conclusion
We investigated the presentation of secondary information in paracentral and

near-peripheral vision using OHMDs and demonstrated its potential to balance the
reception of secondary information with the quality of social interaction. We introduced
the circular bar , a design that displays progress information in paracentral and near-
peripheral vision during face-to-face conversations. By comparing the circular bar with
linear bar and text label in both simulated and realistic conversational settings, we found
that most users favored the circular bar . It effectively conveys progress information
to users without necessitating a break in eye contact with conversation partners.
Future work could explore additional design solutions that leverage paracentral and
near-peripheral vision in diverse multitasking scenarios.

These results offer an answer to our thesis question (Section 1.4): We can effectively
decrease the attention costs associated with OHMD notifications during multitasking
by utilizing different visual regions to distribute notification content based on its
importance.

Summary of statistically significant results:

• In the simulated (lab) setting,

– Text label led to higher perceived interruption than linear bar and circular bar .

– Circular bar exhibited greater recognition accuracy than linear bar and text label.

– Text label was perceived as less noticeable and less comfortable than linear bar
and circular bar .

– A majority of participants (83%) selected circular bar as their first preference.

• In the realistic setting,

– Circular bar demonstrated higher noticeability and perceived effectiveness com-
pared to linear bar .
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– A majority of participants (58%) selected circular bar as their first preference.
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NOTIFICATIONS THROUGH ICON AUGMENTATION

Chapter 4

Noticon: Reducing distractions from
OHMD notifications through icon
augmentation

4.1 Chapter overview
This chapter explores the use of pattern perception abilities to present OHMD

notifications. To answer the high-level RQ (Section 1.4), How do we convert notifica-
tion content to easily recognizable shapes to minimize the attention costs of OHMD
notifications?, we selected pictograms to support pattern perception and to concretize
the notification design, focusing specifically on calendar notifications within a work
setting (Section 4.4). Furthermore, this question was divided into design and evaluation
aspects:

1. How can we convert calendar notification content into a pictogram format?

2. How effective is such a pictogram format in reducing attention costs associated
with calendar notifications?

To address the first sub-question, we transformed text-only notifications into icon-
augmented notifications (i.e., notifications with content partially represented by pic-
tograms, such as icons) based on the perceptual property that shapes are easier to
identify than text.

To address the second sub-question, we compared text notifications with icon-
augmented notifications in a context less explored in prior work (Section 2.2.2) — as
OHMD notifications — in four studies (three controlled, one realistic) to understand
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the factors influencing the effective use of pictograms. Our results suggested that
transforming text notifications into icon-augmented notifications could reduce distrac-
tions and improve multitasking performance without compromising the noticeability
or understandability of notifications. However, the effectiveness of icon-augmented
notification depends on icon familiarity, encoding density, notification conciseness,
and environmental brightness. We concluded that carefully designed icon-augmented
notifications can offer an appealing and less distracting notification format for OHMDs.
Lastly, we discussed guidelines for transforming text notifications into their pictogram
format and examined plausible explanations for the observed disparity in literature.

This chapter contains adapted materials (including figures and tables) from our
publication reporting on our work and studies conducted [119].

4.2 Introduction
As established in Chapter 2, more attention control is required in certain work

settings, and distractions from OHMD notifications should be minimized accordingly.
One strategy to mitigate such disruption involves presenting notifications as pictograms
instead of text. Pictogram-based notifications have previously been explored within
desktop computing [247, 246, 223], navigational [64, 39, 101], and healthcare [101, 141]
contexts, though the efficacy results have been inconsistent (Section 2.2.2).

This chapter examines the use of pictograms in OHMD notifications and the factors
affecting their efficacy. From a series of four studies (three laboratory-based and one
realistic), we found that the effectiveness of pictogram notifications depends on several
factors, including an individual’s familiarity with the icon (i.e., frequency of use and
intuitiveness of the depicted object [112]), the encoding density (i.e., the amount of
textual information encoded by the icon), and the environmental context. These crucial
factors allow for a more comprehensive evaluation of the benefits of pictograms over
text notifications.

Our results suggest potential scenarios and design guidelines for using icon-augmented
notifications within the heads-up computing paradigm. We recommend icon-augmented
notifications for everyday short notifications such as reminders and todos, as they lessen
the impact of notification interruption while supporting information needs. Moreover,
establishing a standard icon set for OHMD notifications could enhance the advantages
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of the pictogram format.
The contributions of this chapter are threefold: 1) a revisitation of the factors

affecting the effectiveness of pictogram notifications in OHMDs within multitasking
contexts; 2) an enhanced understanding of how text and pictogram formats used for
OHMD notifications differ in terms of interruption, reaction, and comprehension (IRC
framework); and 3) an evaluation of the generalizability of results yielded in lab settings
to realistic settings, based on which we discuss the trade-offs and insights of using text
and icon-augmented notifications.

4.3 Icon-augmented notifications on OHMDs
As we examine the differences between pictograms and text, we base our investi-

gation on a practical HCI problem: designing effective notifications on OHMDs for
multitasking usage. Specifically, we’re interested in whether integrating icons into
OHMD notifications can minimize attention costs (e.g., distraction, task interference).
While current mobile notifications use icons to display the source of the notification
(e.g., app, sender) as a supplement, the content of the notification is still entirely
presented in a text format (e.g., Figure 4.1a) [13, 8]. Contrarily, our work investigates
how to partially represent the content of the notifications themselves via icons (e.g.,
Figure 4.1b), a significant departure from existing approaches.

Icons are symbolic representations of objects and concepts and are widely used
visual elements in user interfaces and traffic signs [236, 40]. Being graphical, icons are
easier to recognize and remember [236, 253, Ch 6]. However, unlike pictures— which
can lead to a wide range of interpretations [235]— each icon is typically designed to
represent a single meaning [40]. In this sense, it is functionally similar to logographical
words (e.g., Chinese characters). A recent study conducted by Huang et al. [104] using
brain imaging has shown that icons are not processed cognitively as logographical
words (although both stimulate the brain’s semantic system needed for language
processing) but are more akin to images and pictures. Therefore, icons can leverage
our brain’s unique capabilities to process images. Icons can be used either alone or
in combination with text. From previous research, we learned that icons alone could
be difficult to interpret [254], so we decided to combine icons with text to create
icon-augmented notifications and examine whether this particular form of notifications
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offers any advantages over text alone.

4.3.1 Icon-augmented notification design

Given the multitude of notification types, we chose to focus on calendar notifications
for this investigation due to their high frequency in daily life (M ≈ 4, SD > 16
notifications per day according to Table 2 in [211]), uniform structure (Section 4.3.1),
and high perceived value [238, 126, 211].

Notification structure

Calendar notifications can be thought of as comprising two parts: 1) primary
information (e.g., event/action), and 2) secondary information (e.g., time, person, or
location). The notification "Meeting in 30 minutes" can be decomposed into "<primary
info: meeting, secondary info: 30 minutes>". To convert the text notification into an
icon-augmented notification, primary info is represented using icons, while secondary
info is represented using numbers or text. An example is shown in Figure 4.1c. For
brevity, prepositions, such as the word ’in’ from the notification "Meeting in 30 minutes",
were removed, and abbreviations were used in the icon-augmented notification, as our
pilot studies have shown that they do not impact comprehension.

(a) (b)
regular text notification <primary info, secondary info> icon-augmented notification

Meeting at 4 pm <meeting, 4 pm> 4 pm

Doctor’s appointment in 2 hours <doctor appointment, 2 hrs> 2 hrs

(c)

Figure 4.1: A comparison between text notifications and icon-augmented notifications.
(a) A typical calendar notification [8, 13] where the content is fully represented by text.
(b) The proposed icon-augmented notification where the content is partially represented
via icons. (c)

Examples of text notification to icon-augmented notification mapping. Icon source:
Flaticon website (premium license).
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Icon selection and design calibration

To minimize the familiarity gap, we selected widely used icons from Google Material
Icons1 and Flaticon website (premium license)2. We chose the outline style, as it has
been demonstrated that on OHMDs, this style is preferable since it allows for better
environmental awareness, enhancing multitasking performance [197].

To ensure a fair comparison, a designer, a researcher, and a proofreader inde-
pendently evaluated the text notifications and their corresponding icon-augmented
notifications for similarity in informational content and intuitiveness. Twenty-four
calendar notifications, adapted from real notifications, were designed in text notification
and corresponding icon-augmented notification sets (e.g., Figure 4.1c) through two
iterations until raters reached full consensus. See Table 4.1 for details.

Notification layout

Following the recommendations by Debernardis et al. [60], all texts on OHMD were
displayed in green color with a sans-serif font (Roboto3). Our pilot study indicated that
text with a font size of 50 sp4 and icon size of 50sp x 50sp offered the optimal combination
of space utilization and clarity on our OHMD device (Figure 4.2, Section 4.5.2).
Notifications were displayed in the top-center position, as recommended by Chua et al.
[48] for multitasking situations where primary tasks require central attention.

4.4 Research approach and overview
This research seeks to achieve two goals: one practical and one theoretical. The

former goal investigates whether the new icon-augmented notifications design can
outperform text-based notifications in OHMD multitasking scenarios, while the latter
aims to elucidate the conflicting reports in notification literature regarding the efficacy
of pictograms. Hence, this research commences with a study addressing the first goal
and iteratively probes the problem space based on empirical findings.

1Material design icons - https://material.io/resources/icons/?style=outline
2Flaticon website - https://www.flaticon.com/
3https://fonts.google.com/specimen/Roboto
4sp stands for scalable pixels, which are equivalent to dp (density-independent pixels) for default

text size, https://developer.android.com/training/multiscreen/screendensities
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Table 4.1: Twenty-four calendar notifications used in study 1 with their text format
and pictogram format. These are adapted from real mobile-phone notifications. Icon
sources: Google Material Icons and Flaticon website (premium license). Each icon’s
source is attached as a hyperlink to the icon itself.

text format pictogram format

Meeting at 4 pm 4 pm

Doctor’s appointment in 2 hours 2 hrs

Lunch with Lee Lee

Birthday party tomorrow 1 d

Visitor coming on Friday Friday

Car is arriving in 5 minutes 5 min

Email meeting agenda agenda

Delivery in 3 days 3 d

Pay $100 $100

Credit card bill today today

Presentation at noon 12 pm

Pay rental on Monday Monday

text format pictogram format

Buy milk and eggs tonight tonight

Exercise in 40 minutes 40 min

Check flight status status

Reply Alex Alex

Coffee break at 3 pm 3 pm

Renew driving license renew

Backup computer tonight tonight

Movie on Friday Friday

Download the e-bill e-bill

Cycling at 6 pm 6 pm

Call Mary Mary

Valentine day in 2 weeks 2 wk
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(a) Text notification on OHMD (b) Icon-augmented notification on OHMD

Figure 4.2: The notification layout on OHMD. The notifications are displayed at the top-
center position. (a) A text notification on OHMD. (b) An icon-augmented notification
on OHMD. Note: Black color in OHMD represents the transparent background. Icon
source: Flaticon website (premium license).

4.4.1 Study 1 : Compare text notifications vs icon-augmented
notifications for researcher-selected icons

In the first study (Section 4.5), we compared the icon-augmented notifications
design with regular text notification in a controlled multitasking scenario. The results
indicated that icon-augmented notifications outperform regular text notifications in
terms of task performance and distraction reduction. While this finding suggests that
the proposed icon-augmented notifications may be advantageous over text notifications,
it does not address the second goal. A thorough examination of the study design
revealed a potential confounding variable: filler words (e.g., linking words between
primary info and secondary info, see Figure 4.1c). Due to the differing affordances
between icon-augmented and text-based notifications, filler words were retained in text
notifications but not in icon-augmented notifications, leading to participants spending
additional time reading regular text notifications. This confounding variable hampers
conclusive interpretations regarding the superiority of pictograms over text.

4.4.2 Study 2 : Compare icon-augmented notifications and
transformed text notifications for researcher-selected
icons

To mitigate this potential bias, we removed the filler words from text notifications
and conducted a second study (Section 4.6, see Figure 4.6). Before commencing
this study and to ensure the comprehensibility of the resulting text notifications, we

65

https://www.flaticon.com


CHAPTER 4. NOTICON

conducted a pilot study with four participants. The results suggested that removing
filler words in text notifications did not significantly affect their comprehension.

Upon analyzing the study 2 results, we observed that the previously noted statistical
advantages of icon-augmented notifications from study 1 had vanished, even though
most participants still subjectively preferred icon-augmented notifications. The study
results indicated that apart from subjective preferences, replacing text with icons does
not confer any statistically significant advantage.

While this finding aligns with past studies that found no advantage for pictograms
over text, it fails to explain why some previous studies did report advantages for
pictograms. After closely examining the design of the first two studies, we identified
two additional potential influencing factors: content familiarity and encoding density.

Regarding content familiarity, the participants were more familiar with text stimuli
due to their daily use for many years; in contrast, they had less exposure to the icons
used in the experiment and were unfamiliar with the meanings of all icons. Although
we attempted to bridge this gap with training and practice before the experiment,
post-experimental feedback revealed that participants still lacked familiarity with some
of the icons used in the experiment, which could potentially bias the results.

As for encoding density, it refers to the number of words an icon represents and is
another potential influential factor. For example, represents ‘Car’, a single word,
while stands for ‘No Left Turn’, which comprises three words. The higher the
encoding density, arguably, the more efficient the encoding process in the brain, which
can affect the efficacy of notification recognition.

4.4.3 Study 3 : Compare icon-augmented notifications with
transformed text notifications for user-selected icons

To better understand how these two factors may influence the results obtained
from study 2 , we conducted a third study (Section 4.7, Figure 4.8). This study
aimed to improve the participants’ familiarity with the selected icons and incorporated
encoding density as another independent variable. In this study, rather than providing
a predefined set of icons as stimuli, we allowed participants to choose their own icons,
thereby potentially increasing their familiarity with the stimuli.

The study 3 results showed that: 1) with increased familiarity, icon-augmented
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notifications regained their statistical advantage over text notifications, and 2) an
interaction effect was found between the presentation format × encoding density. A
detailed analysis revealed that the observed advantages in icon-augmented notifications
are primarily attributed to the higher density conditions but not the lower ones.

By integrating the findings of the three studies, we can deduce a plausible explanation
for the inconsistent results observed in the literature. This explanation suggests that
many factors influence the performance comparison of pictograms and text. Pictograms
can outperform text in multitasking performance, given several conditions: 1) the
pictogram’s design needs to be intuitive and unambiguous, 2) users must be highly
familiar with the pictogram, and 3) the density of the pictogram must be high. If any
of these conditions are not met, the advantages of pictograms may not materialize.

4.4.4 Study 4 : Compare icon-augmented notifications and
transformed text notifications in realistic settings for
user-selected icons

Evaluating the performance of icon-augmented notifications on OHMDs in real-life
settings can provide better insights into how pictograms compare with text. Therefore,
we conducted a fourth study (Section 4.8) in realistic stationary and mobile settings
to validate the generalizability of laboratory findings. The results largely confirmed
the laboratory studies’ findings, where carefully designed icon-augmented notifications
can reduce distraction compared to text. However, it also revealed additional factors
influencing users’ performance, such as the amount of external lighting.

The sections above provide an overview of the current research. The following
sections will present each of the above studies in detail.

4.4.5 Common setting

All three controlled studies (Study 1, 2, and 3 ) were based on a dual-task scenario
[181]. These studies aimed to validate whether adapting pictorial representation
reduces attention costs while retaining content delivery. We selected a vigilance task
(an attention-demanding, perceptual monitoring task) as the primary task, for which
attentional control was measured [215, 202]. Users were instructed to attend to the
calendar notifications as the secondary task. Similar approaches have been used to
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measure the attentional cost of mobile phone notifications [227] and multitasking on
OHMDs [169, 129].

4.5 Study 1: Compare text notifications vs icon-
augmented notifications for researcher-selected
icons

In this study, we compared text notifications and icon-augmented notifications with
the no-notification condition, evaluating both task performance and user preference.

4.5.1 Participants

Sixteen volunteers (8 females, 8 males; mean age = 22.7 years, SD = 2.5) participated
in this study. All participants had normal or corrected-to-normal visual acuity with no
reported color or visual deficiencies/impairments. Participants were from the university
community, had self-reported professional working fluency in English, and were avid
smartphone users who received, on average 51 (min = 30, max = 100) daily notifications.
However, none had prior experiences with OHMDs.

In all studies, participants gave consent and were compensated at a rate of ap-
proximately USD 7.25/hour. None of the participants in any study participated in
subsequent studies.

4.5.2 Apparatus

The study was conducted in a quiet room under indoor lighting conditions to
provide a consistent user experience and avoid environmental interference [77, 60].

The primary task was displayed on a light grey background on a 23” LCD monitor
(refresh rate = 60 Hz, resolution = 1920 x 1080 px) at eye level (see Figure 4.3a), and
was designed using PsychoPy [183], a Python library used for experimental psychology
research.

The stimuli of the primary task and notifications were presented at different depths
to simulate attention switching between physical and virtual backgrounds. Thus, the
participant’s eyes were set to be 70 cm away from the computer monitor, which differs
from the focal length of around 1m [134] used by OHMDs.
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Notifications were presented on Epson Moverio BT-300 smart glasses [65] (Fig-
ure 4.3b), a binocular OHMD with 1280x720 px (30Hz) resolution display, 23◦ FoV, and
a projected distance of 80 inches at 5m, running on Android 5.1 OS (headset weight =
69 g). We selected the BT-300 as it provides a subset of the functionalities/features
found in more advanced OHMDs (such as HoloLens2, Nreal Light, etc.), meaning that
our results can be better generalized to a wide range of OHMDs (details at Figure 4.9.2).

We installed a custom-developed Android application on the OHMD to display
custom notifications (Figure 4.2). A Python program controlled the stimuli displayed on
the monitor, pushed notifications to the OHMD, logged user inputs, and synchronized
timings. Implementation details are provided at Section 4.11.

(a) Apparatus setup (b) Epson BT-300 smart glasses

Figure 4.3: Study apparatus used in the controlled experiments.

4.5.3 Tasks

For the primary (vigilance) task, we adopted the shape detection task developed
by Santangelo et al. [213] and reused by Mustonen et al. [169] to evaluate visual task
performance on an OHMD.

We chose this vigilance task for two reasons. Firstly, the vigilance task is an
established representative task simulating real-world usage of OHMDs in dynamic and
unpredictable environments [169]. This is particularly relevant in situations where
attention needs to be divided between the display (virtual content: notifications) and
the environment (physical content: shape detection), such as walking in crowded areas.
Moreover, this task can measure the degradation of sustained visual attention and
perceptual monitoring capabilities when receiving virtual content, which impacts gaze,
attention, and situational awareness [169, 171]. Secondly, a controlled experimental
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task ensures a fair comparison. Although real-world tasks have higher external validity,
they often introduce many confounding variables that are difficult to control.

During the shape detection task, visual stimuli continuously morphed between small
(15 x 15 mm2) and large (30 x 30 mm2) white squares over 625 ms in segments lasting
3750 ms. These small and large white squares are non-targets (Figure 4.4). A target
shape, either a vertical (15 x 30 mm2) or horizontal (30 x 15 mm2) rectangle, randomly
appeared in 88.9% of segments, with no two rectangles appearing within 1875 ms of
each other. Participants were instructed to press the left mouse button upon detecting
a target rectangle shape within a time limit of 1875 ms. The total duration of the task
was four minutes (=236,250 ms) to ensure sufficient time for assessing participants’
attention control [169].

0 625 3750
Time (ms)Segment

7500

Stimuli

Target response
NT NT NT T TNTNT

Figure 4.4: The stimulus is a square (non-targets = NT) that morphs between small
and large sizes in cycles of 625 ms. The stimulus morphed into the target shape (T =
vertical or horizontal rectangle) randomly, and participants were instructed to respond
by pressing their mouse button within 1875 ms. This figure depicts the square shapes
morphing to target shapes in 4th morph in 1st segment (0-3750 ms) and 3rd morph in
2nd segment (3750-7500 ms). Note: stimuli are not drawn to scale.

The secondary (notification) task was to attend to the calendar notifications on
the OHMD. Six notifications were randomly displayed during the primary task, with
a minimum interval of 20 seconds between each notification and a display duration
of 10 seconds, similar to the study conducted by Rzayev et al. [208]. The calendar
notifications designed in Figure 4.3.1 were used in this task.

4.5.4 Study design and procedure

A repeated-measures within-subject design was used to investigate the participants’
performance on primary and secondary tasks for three notification presentation formats:
text notification, icon-augmented notification, and no-notification, with the latter being
used as the comparative baseline. The experiment consisted of three testing blocks,
each with a duration of four minutes, which were counterbalanced using a Latin square.

70



CHAPTER 4. NOTICON

Procedure

Participants were first instructed to familiarize themselves with the researcher-
selected icon-to-text mapping (Section 4.3.1).

Next, two verbal recognition tests were administered on OHMD to verify the
participants’ icon recognition accuracy for all icons. The notifications related to the
icons that participants recognized wrongly in the second test were removed before the
training and testing blocks to minimize the effects of unfamiliar/unintuitive icons. The
resulting notifications (22-24 per participant) were used by the apparatus (Section 4.5.2)
to show notifications randomly without repetition.

Afterward, a training session for at least two minutes each in all conditions was
conducted until participants felt comfortable with the apparatus, tasks (primary and
secondary), and questionnaires. Then, the participants underwent three testing blocks
knowing the condition and were instructed to attend to the primary task as quickly and
accurately as possible. At the end of each block, participants completed a questionnaire
that recorded their perceived behaviors and recalled notifications. A minimum break
of two minutes with eye exercises was given between blocks to minimize fatigue.

Upon completing all blocks, participants completed a questionnaire with their
overall rankings for each format. They attended an 8-12 minutes semi-structured
post-interview in which they were asked about the reasons for each ranking, the process,
and the multitasking experience with different formats. Each experiment comprised
one session lasting 40-55 minutes.

4.5.5 Measures

Primary (vigilance) task

Both accuracy and speed are measured for the primary task. To measure the
accuracy, hit rate (H = #hit

#hit+#miss
∈ [0, 1], hit = correct identification of target

shape) and false alarm rate (F 5 = #false alarm
#false alarm+#correct rejection

∈ [0, 1], false alarm =
misidentifying a noise signal as a target signal) were used; while to measure speed,
reaction time (RT= response time - target stimuli start time, in seconds) was used. A
failure to respond within the time limit was considered a miss, and reaction times were
calculated only for the hits.

5Since target % = 88.9% > noise % = 10.1%, the precision of F is lower than that of H
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Secondary (notification) task

As mentioned in Section 2.3.2, we used the IRC framework to evaluate the proposed
icon-augmented notifications as shown in Table 4.2.

Table 4.2: Measures based on IRC framework [44, 154, 153]. Here [O] represents
objective measures while [S] represents subjective measures.

Parameter Measures

Interruption [S] Perceived cost of interruption (task load)
Reaction [S] Immediate response (noticeability)
Comprehension [O] Base comprehension (recall accuracy and understandability)
Satisfaction [S] Preference

Interruption. Perceived task load using raw NASA-TLX (RTLX , 0-100 scale) [93],
Perceived Interruption (‘How much interruption did the notification cause to the task
when you attempt to carry out both simultaneously?’) using a 0-100 visual analogue
scale, and distraction ranking were used to measure the perceived cost of interruption.

Comprehension. Immediate recall accuracy (Recall Accuracy) and understand-
ability ranking were used to measure the comprehension of each format. Recall Accuracy
was calculated for the notifications displayed while participants were engaged with the
primary task, using a questionnaire after each block. Recall Accuracy was used in this
study in order to simulate the scenario where certain calendar notifications need to be
remembered to take due action in the future [238, 126]. For each correct primary info,
0.5 points were assigned, and another 0.5 points were assigned to correct secondary info
when primary info was correct. Consider a hypothetical case where a participant sees
two notifications, ‘<meeting, 4 pm>’ and ‘<birthday, tomorrow>’. If the participant
recalled only one notification, ‘<meeting, tomorrow>’ (e.g., the participant wrote
‘meeting is on tomorrow’ in the questionnaire), they would get only 0.5 points since
‘tomorrow’ (secondary info) is not the correct secondary info for ‘meeting’(primary info).
Since six notifications were displayed during testing blocks, participants could score a
maximum of 6 points for Recall Accuracy in each text notification or icon-augmented
notification format.

Reaction. Noticeability ranking was measured to understand how format affects
the rapid detection of notifications.
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Satisfaction. Overall user preference ranking was used to measure the desirability
of each format.

4.5.6 Results

Every participant completed three blocks, receiving 12 notifications and 192 targets.
They scored a minimum of 3 (out of 6) for recall accuracy and had more than 72% hit
rate at the end of each notification block. Data from one participant was discarded as an
outlier due to a hit rate deviation that exceeded three times the standard deviation from
the mean. Table 4.3 presents the mean performance of measures for the participants.

Table 4.3: Study 1 performance in dual-task scenario (N = 15). Colored bars show
the relative value of each measure for different notification formats. ⋆ † ‡ represent
significant post-hoc tests (pbonf < 0.05). Here, Text = text notification, Icon = icon-
augmented notification, No = no-notification, H = hit rate, F = false alarm rate, RT
= reaction time, and RTLX = Raw NASA-TLX score.

Measure H F RT

Format M SD M SD M SD

No 0.960†‡ 0.042 0.052 0.108 0.464⋆ 0.044
Icon 0.938⋆‡ 0.055 0.073 0.147 0.479 0.039
Text 0.923⋆† 0.057 0.086 0.134 0.486⋆ 0.050

Measure Recall Accuracy RTLX Perceived Interruption

Format M SD M SD M SD

No - - 29.17⋆† 17.35 - -
Icon 4.83 0.88 48.33† 16.75 52.00⋆ 21.36
Text 4.80 0.75 55.17⋆ 18.37 63.67⋆ 20.91

Analysis

Quantitative data were analyzed using a one-way repeated measures ANOVA when
baseline data were available; if ANOVA assumptions were violated, the Friedman test
was applied. A paired-sample t-test or Wilcoxon signed-rank test with Bonferroni
correction was used for cases without baseline data. Data normality was tested using
the Shapiro-Wilk test, and sphericity was assessed using the Mauchly test. As suggested
by Huberty and Morris [105], each dependent variable was subjected to statistical
tests individually due to their conceptually distinct aspects. Parametric tests were
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applied when non-parametric distributions could assume a wide range of values and
met parametric assumptions.

Interview recordings were transcribed and thematically analyzed as outlined by
Braun and Clarke [33]. Qualitative findings were categorized into themes to either
support or oppose quantitative findings.

Primary (vigilance) task performance

As anticipated, both notification formats significantly reduced the primary task’s
accuracy (i.e., low hit rate, high false alarm rate) and speed (i.e., low reaction time),
demonstrating that notifications impair the performance of the primary task.

However, icon-augmented notification exhibited a higher hit rate, a lower false
alarm rate, and a shorter reaction time than text notification, suggesting that pictogram
format is more capable of maintaining primary task performance than text format.

• Hit rate: A Friedman test revealed a significant effect of notification format
(χ2(2) = 6.778, p=0.035, W = 0.709, strong agreement6). Pair-wise Wilcoxon
signed-rank tests with Bonferroni correction indicated that the hit rate for no-
notification (M = 0.960, SD = 0.042) was significantly higher (pbonf < 0.05)
than that for icon-augmented notification (M = 0.938, SD = 0.055) and text
notification (M = 0.923, SD = 0.057), and that icon-augmented notification was
significantly higher (Z = 69.5, p = 0.050, r = 0.527, large effect7) than text
notification.

• False alarm rate: There was no significant difference between the notification
formats.

• Reaction time: A significant effect was observed due to the format of the notifi-
cation (F2,28 = 4.401, p = 0.022, η2

p = 0.239, large effect8). A post-hoc analysis
revealed that text notification (M = 0.486, SD = 0.050) differed significantly
(pbonf < 0.05) from no-notification (M = 0.464, SD = 0.044), but not significantly
from icon-augmented notification (M = 0.479, SD = 0.039).

60.3 ≤ W < 0.6 indicates moderate agreement and 0.6 ≤ W indicates strong agreement [79, 237]
70.3 ≤ r < 0.5 indicates moderate effect and 0.5 ≤ r indicates large effect [237, 85]
80.01 ≤ η2

p < 0.06 indicates small effect, 0.06 ≤ η2
p < 0.14 indicates medium effect, and 0.14 ≤

η2
p indicates large effect [237, 85]
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Interruption

Both formats significantly increased cognitive load compared to no-notification, but
icon-augmented notification resulted in a lower cognitive load than text notification.

• Unweighted NASA-TLX : A repeated-measures ANOVA demonstrated a significant
effect (F2,28 = 45.076, p < 0.001, η2

p = 0.763, large effect). A post-hoc analysis
with Bonferroni corrections revealed significant differences (pbonf < 0.05) between
no-notification (M = 29.17, SD = 17.34) and both text notification (M =
55.17, SD = 18.37) and icon-augmented notification (M = 48.33, SD = 16.75).
However, text notification was not significantly different (pbonf = 0.069) from
icon-augmented notification. Individual index results are given in Figure 4.5. The
same analysis showed significant main effects of format on the overall score and
all individual indices (p < 0.001), except for Physical Demand. Post-hoc analysis
with Bonferroni correction demonstrated that no-notification had significantly
lower (pbonf < 0.001) task load results than both text notification and icon-
augmented notification for all measures except Physical Demand. icon-augmented
notification was marginally significantly lower (pbonf < 0.10) than text notification
for the overall score and Frustration.

• Perceived interruption: A paired-sample t-test indicated that text notifica-
tion (M = 63.7, SD = 20.9) was significantly more interruptive (t(14) =
2.93, p = 0.006, d = 0.756, medium effect9) than icon-augmented notification
(M = 52.0, SD = 21.4).

• Distraction ranking: Eleven out of fifteen participants perceived text notification
as the most distracting to their primary task as they often had to read the text in
multiple glances, and it took longer to absorb the information compared to icon-
augmented notification. Three participants found icon-augmented notifications
more distracting due to their unfamiliarity. The remaining participant found
both formats equally distracting.

90.2 ≤ d < 0.5 indicates small effect, 0.5 ≤ d < 0.8 indicates medium effect, and 0.8 ≤ d
indicates large effect [237, 85]
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Figure 4.5: NASA-TLX scores for no-notification, icon-augmented notification, and text
notification in Study 1 (N=15). On all indices, including overall score, the sorted order
of task load from lower to higher was; no-notification < icon-augmented notification <
text notification. ⋆ and † represent significant (pbonf < 0.05) post-hoc tests. Error bars
represent standard errors.

Comprehension

• Immediate recall accuracy: A Wilcoxon signed-rank test indicated no significant
difference between icon-augmented notification (M = 4.83, SD = 0.88) and text
notification (M = 4.80, SD = 0.75) in terms of Recall Accuracy. This suggests
that the secondary (notification) task performance during multitasking was not
influenced by the format.

• Understandability ranking: An equal number of participants (six for each, or
40%) felt that either text notifications or icon-augmented notifications were more
understandable: those preferring text notifications did not need to interpret icons,
while those preferring icon-augmented notifications found them shorter and easier
to process mentally. The remaining three participants found both formats equally
understandable.

Reaction

There was no consensus among participants regarding the noticeability of the two
formats.
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• Noticeability ranking: Seven (47%) participants found both formats equally
noticeable. Five participants found icon-augmented notification more noticeable
due to its pictorial distinctiveness. The remaining three participants found text
notification more noticeable because of its longer length.

Satisfaction

All but one participant (93%) preferred to receive icon-augmented notifications.
They cited the icons’ intuitive nature, brevity, less disruptive presence, and easier
long-term recognition/interpretation as reasons for their preference (e.g., “in the long
term, I will be familiar with icons more...So subconsciously, I immediately know
what it means...For text, I always have to read, even if both [text notifications and
icon-augmented notifications] were the same”).

4.5.7 Discussion

The results indicate that icon-augmented notifications significantly improved primary
task performance compared to text notifications. From this, we can infer that the
transformation may facilitate multitasking, as it led to enhanced performance on
the primary task while preserving performance on the secondary task (i.e., recall
accuracy). Similarly, icon-augmented notifications significantly reduced Interruption
while maintaining Reaction and Comprehension levels; they were also generally preferred
over text notifications. These findings support the practical objectives of this study
(Section 4.4), suggesting that icon-augmented notifications offer advantages over text
notifications during multitasking.

However, participant feedback suggested that additional factors might affect the
effectiveness of icon-augmented notifications. For instance, the presence of filler words
in text notifications could have led participants to spend additional time reading these
notifications compared to icon-augmented notifications, which used abbreviations. This
feedback prompted questions regarding the impact of filler words in text notifications on
multitasking effectiveness. As a result, we conducted additional studies to investigate
the influence of filler words.
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4.6 Study 2: Compare icon-augmented notifica-
tions and transformed text notifications for
researcher-selected icons

To control for the impact of filler words and abbreviations, a second study was
conducted comparing icon-augmented notifications with transformed text notifica-
tions— from which filler words had been removed (e.g., meeting at 4 pm -> meeting 4
pm)— using researcher-selected icons. The same apparatus (Section 4.5.2) and task
(Section 4.5.3) utilized in the previous study were employed here.

4.6.1 Participants

Twelve volunteers (7 females, 5 males, mean age = 23.4 years, SD = 2.7) participated
in this study. Their backgrounds were similar to those of participants from study 1
(Section 4.5.1), with the exception of one participant who had previously used an
OHMD for one hour.

4.6.2 Revised notification design

The same notification design procedure as in study 1 (Section 4.3.1) was followed.
Researchers selected icons to represent primary info and used text/numbers for sec-
ondary info. To unify the information content of the icon-augmented notification and
text notification, the icon-augmented notification was converted back to its text format
without incorporating filler words (Figure 4.6). The three raters involved in study 1
evaluated both the icon-augmented notification and their transformed text notification
counterparts to ensure information equivalence and intuitiveness. If the content of the
two formats differed, the raters adjusted the text notification until a full consensus was
reached. Similarly, any icon-augmented notification deemed unintuitive was revised.

regular text notification icon-augmented notification transformed text notification

Meeting at 4 pm 4 pm Meeting 4 pm

Doctor’s appointment in 2 hours 2 hrs Doctor’s appointment 2 hrs

Figure 4.6: Mapping from icon-augmented notifications to transformed text notifications.
Icon sources: Flaticon website (premium license) and Google Material Icons.
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4.6.3 Procedure

The procedure closely mirrored study 1 (Section 4.5.4), with the exception that the
no-notification condition was eliminated from the testing conditions. The format was
fully counterbalanced using a Latin square.

4.6.4 Results

Participants achieved a minimum recall accuracy score of 2 (out of 6) and a hit
rate exceeding 68% at the end of each notification block. Table 4.4 presents the mean
performance of the participants across measures.

Surprisingly, no significant main or interaction effects were observed for any quanti-
tative measures.

Table 4.4: Study 2 performance in dual-task scenario (N = 12). Colored bars show
the relative value of each measure for different notification formats. Here, Icon =
icon-augmented notification and Text = transformed text notification.

Measure H F RT

Format M SD M SD M SD

Icon 0.938 0.080 0.041 0.061 0.481 0.049
Text 0.949 0.045 0.073 0.095 0.481 0.043

Measure Recall Accuracy RTLX Perceived Interruption

Format M SD M SD M SD

Icon 4.17 1.04 44.10 14.72 47.92 20.22
Text 4.13 1.31 45.66 13.55 50.54 21.00

Primary (vigilance) task performance

In contrast to study 1, the pictogram format and text format displayed no significant
differences (e.g., hit rate (pictogram: M = 0.938, SD = 0.080; text: M = 0.949, SD =
0.040, p = 0.50), reaction time (pictogram: M = 0.481, SD = 0.049; text: M =
0.481, SD = 0.043, p = 0.62)). These results suggest that when filler words are
removed, the pictogram format advantage dissipates, as there is no significant difference
in primary task measures.
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Interruption

There was no significant difference in the perceived cost of interruption (e.g.,
unweighted NASA-TLX (pictogram: M = 44.10, SD = 14.72; text: M = 45.66, SD =
13.55, p = 0.55), perceived interruption (pictogram: M = 47.92, SD = 20.22; text:
M = 50.54, SD = 21.00, p = 0.50)).

• Distraction ranking: Contrary to the quantitative measures, qualitative feedback
showed that more participants (7/12) found the text format more distracting
than the pictogram format, citing reasons similar to those collected in study 1
(Table 4.5.6). However, the difference was less pronounced than in study 1. The
rest of the participants thought the opposite.

Comprehension

As in study 1, there was no significant difference between icon-augmented notification
(M = 4.17, SD = 1.04) and text notification (M = 4.13, SD = 1.31) in terms of Recall
Accuracy.

• Understandability ranking: Slightly more participants (7/12) felt that the text
format was easier to understand due to its unambiguous meanings, while three
participants found the pictogram format easier to comprehend due to its brevity
and simpler mental processing demands. The remaining two participants felt
that both formats were similarly understandable.

Reaction

As with study 1, no consensus emerged regarding the noticeability levels of the
two formats. Six participants felt that both formats were equally noticeable, three
participants found the text format more noticeable, and the remaining three felt that
the pictogram format was easier to notice.

Satisfaction

Despite the lack of quantitative evidence, most participants (10/12) still preferred the
pictogram format. Participants cited reasons similar to those in study 1 (Figure 4.5.6)
for their preferences.
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4.6.5 Discussion

The results of this study indicate that the presence of filler words indeed serves as
a confounding variable. When filler words were removed, the performance between
pictogram format and text format became generally comparable, suggesting that text
reduction influenced the enhanced multitasking performance and reduced distraction
of icon-augmented notifications in study 1. However, three caveats warrant further
attention.

Firstly, despite the absence of quantitative evidence, the majority of the participants
still preferred the pictogram format over the text format, suggesting potential benefits,
possibly psychological, of the former.

The second caveat relates to the potential confounding variable of content familiarity,
identified through an analysis of the participants’ feedback. While all participants were
familiar with the text content, not all participants were familiar with the (researcher-
selected) icons. Participants mentioned that less familiar icons were confusing and
harder to recall, especially if they were not relevant to their personal lives. Additionally,
some icons contained similar symbols, which confused the participants. Therefore, the
differing levels of familiarity towards the pictogram format and text format stimuli
could have impacted their performance.

The third caveat concerns the encoding capabilities of the icons affecting distraction
from notifications; participants noted, “when icons represent long sentences such as
‘valentine day’, it is way easier [to focus on the primary task] than text”. In other
words, it was easier to recognize icon-augmented notifications when icons encapsulated
more words than the text notifications.

4.7 Study 3: Compare icon-augmented notifica-
tions with transformed text notifications for
user-selected icons

This study further controlled the effects of content familiarity by allowing partici-
pants to select their own icons (Section 4.7.2), comparing icon-augmented notifications
with transformed text notifications. Additionally, this study accounted for the number
of words each icon could represent by introducing encoding density as an additional
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independent variable.

4.7.1 Participants

Twenty-four volunteers (11 females, 13 males, mean age = 23.7 years, SD = 3.8)
participated in this study. Their backgrounds were similar to the participants of study
1 (Section 4.5.1), except that three participants had used an OHMD for approximately
three hours in the past.

4.7.2 Revised notification design

Since an icon can encode either a single word (e.g., <birthday icon> represents
‘birthday’) or multiple words (e.g., <medical icon> represents ‘doctor’s appointment’),
encoding density (density) in this chapter is defined as the number of words an icon
represents. An icon representing one word (e.g., “birthday”) has an encoding density of
1, while an icon representing two words (e.g., “doctor’s appointment”) has an encoding
density of 2, etc. In this study, density has two levels: one and two.

Three human raters, two designers and one co-author, chose four representative
icons in outline style (see Figure 4.7) for primary info from Google Material Icons,
Flaticon website (premium license), and The Noun Project10, allowing participants to
select their preferred icon.

Using the user-selected icons (e.g., Figure 4.7a), 36 calendar notifications were
designed. Each set comprised of icon-augmented notifications and their corresponding
(transformed) text notifications (see Figure 4.8), similar to study 2 (Section 4.6.2). Half
of them represented density one, and the other half represented density two.

4.7.3 Study design and procedure

A repeated-measures design was utilized to investigate participants’ performances
on primary and secondary tasks for the two notification formats and two densities.
The experiment consisted of four testing blocks, textone, texttwo, iconone, and icontwo,
each lasting four minutes. These blocks were counterbalanced using a Latin square.

10https://thenounproject.com/
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Text Option 1 Option 2 Option 3 Option 4 Choice

Meeting 2

Doctor’s appointment 4

(a) Icon selection for given texts (here, 2nd and 4th icons are selected)

Icon Meaning

Meeting

Doctor’s appointment

(b) Corresponding icon-to-text mapping

Figure 4.7: User’s icon selection and creation of icon-to-text mapping. Icon sources:
Flaticon website (premium license) and The Noun Project (by IconTrack, ProSymbols).

density regular text notification icon-augmented notification transformed text notification

one Meeting at 4 pm 4 pm Meeting 4 pm

two Doctor’s appointment in 2 hours 2 hrs Doctor’s appointment 2 hrs

one⋆ Car is arriving in 5 minutes 5 min Car 5 min

two⋆ Mothers’ day next week 1 wk Mothers’ day 1 wk

Figure 4.8: Mapping from icon-augmented notifications to transformed text notifications.
⋆ shows the text reduction from the ‘regular’ text notification to ‘transformed’ text
notification. Icon sources: Flaticon website (premium license) and Google Material
Icons.

Procedure

After briefing the participants about the study and collecting their consent online,
they were asked to select their preferred icon from four options (e.g., Figure 4.7a).
Participants were allowed to suggest new icons if none of the provided choices met their
preferences. Based on their preferences, an icon-to-text mapping (e.g., Figure 4.7b)
was generated for each participant. This survey took 10-15 minutes and was conducted
a day before the in-lab study. This arrangement allowed the experimenter to prepare
materials accordingly and gave participants additional time to familiarize themselves
with their chosen icons. It is essential to note that, as shown in Figure 4.7b, the icon-
to-text mapping included both icon stimuli used in icon-augmented notifications
and the corresponding text stimuli used in text notifications. Therefore, the additional
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preparation time equally benefited both conditions.
During the in-lab experiment, verbal recognition tests were initially carried out to

remove unfamiliar icons, as implemented in study 1 (Section 4.5.4). Following this,
a training session without notifications and with density one notification conditions
was conducted until participants were confident with the apparatus. Participants then
proceeded with the four testing blocks, filled out questionnaires, took breaks, and
participated in the post-interview, similar to study 1. The in-lab experiment took 60-80
minutes in a single session for each participant.

Measures

The same measures from study 1 (Section 4.5.5) were applied. Additionally, to
quantify the perceived differences in the two notification formats due to varying levels
of density in the icons, Noticeability: ‘How easy or difficult was it to notice the
notification?’ [208] (under Reaction, Table 4.2) and Understandability: ‘Once you
notice the notification, how easy or difficult was it to understand what it stands for?’
[208] (under Comprehension) were measured using 7-point Likert scales where 1 = very
difficult and 7 = very easy.

4.7.4 Results

Each participant received 24 notifications and 256 targets in total during the testing
blocks. Participants scored a minimum of 2 (out of 6) for recall accuracy at the end of
each notification block and achieved over 67% for the hit rate. Table 4.5, Figure 4.10,
Figure 4.13, and Figure 4.11 present the mean performance for different measures.

Analysis

Factorial repeated measures ANOVAs or factorial repeated measures ANOVAs
after Aligned Rank Transform (ART [258]) were used when ANOVA assumptions
were violated. Additionally, pairwise comparisons, paired-sample t-tests, or Wilcoxon
signed-rank tests were used as post-hoc tests, with the Bonferroni correction applied to
p-values for multiple comparisons. ANOVA assumptions were tested before each test,
and interview data were thematically analyzed, similar to study 1 (Table 4.5.6).
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Table 4.5: Study 3 performance in dual-task scenario (N = 24). Colored bars show
the relative value of each measure for different format × density combinations. ⋆ †

represent significant post-hoc tests (pbonf < 0.05).

Measure H F RT Recall Accuracy

Format M SD M SD M SD M SD

iconone 0.909⋆ 0.064 0.075 0.109 0.490 0.037 4.60 1.25
icontwo 0.917† 0.069 0.079 0.108 0.495 0.055 4.71 1.21
textone 0.896 0.068 0.116 0.130 0.494 0.039 4.35 1.26
texttwo 0.866⋆† 0.092 0.103 0.134 0.493 0.040 4.23 1.06

Measure Noticeability Understandability RTLX Perceived Interruption

Format M SD M SD M SD M SD

iconone 5.96 1.12 5.33 1.20 53.51 14.60 48.96 17.88
icontwo 6.25 1.03 5.63 1.10 49.38 15.85 46.04⋆† 18.94
textone 5.50 1.38 4.96 1.71 55.87 14.83 60.96⋆ 18.40
texttwo 5.83 0.96 4.63 1.81 57.99 13.33 60.00† 19.05

Icon selection

All participants found icon selection beneficial in recognizing and understanding
the meanings of the icons. Only one participant suggested new icons as they could
not find four matching icons among the given options. Based on the survey results
and the post-survey interview, all participants primarily chose their icons based on
familiarity. Twenty participants also considered the clarity and simplicity of icons,
while nine considered the icons’ pleasantness. Two participants preferred detailed
and skeuomorphic icons, two participants preferred thin outlines, and three preferred
thick outlines. These preferences suggest that people select icons based on both the
properties of the icons and personal aesthetic tastes.

Surprisingly, there was a substantial discrepancy between the researcher-selected
icons in study 2 and user-selected icons in this study, with only 16% of the selected icons
matching. For each icon, the percentage of participants who selected the researcher-
chosen icons in study 2 ranged from 4% to 75%. Likewise, for each participant,
the percentage of user-selected icons that matched the researcher-selected icons in
study 2 varied between 8% and 53%. These results highlight individual differences
in icon preferences and the lack of consensus on specific icons due to varied mobile
platform usage and potential unfamiliarity issues that existed in study 2 . For example,
Figure 4.9 illustrates an instance where <email icon> selection was agreed upon by
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most participants, while three different icons were chosen to represent <meeting icon>.
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Email
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Figure 4.9: Icon selection preferences for <email icon> and <meeting icon> in study
3 (N=24). The majority preferred Option 1 for <email icon>, while user selection
for <meeting icon> varied between Option 1, 2, and 4. Here Option 4 represents the
researcher-selected icon in study 2 .

Primary (vigilance) task performance

The pictogram format had a significantly higher hit rate (p < 0.05), while the
false alarm rate and reaction time were comparable to the text format (p > 0.05).
Furthermore, the density two degraded the primary task sustainment of the text format.

• Hit rate (Figure 4.10a): A repeated-measures ANOVA after ART revealed a
significant main effect of format (F1,69 = 11.689, p = 0.001, η2

p = 0.404, large effect
[125]) and interaction effect (F1,69 = 3.955, p = 0.049, η2

p = 0.187, large effect),
but no significant main effect of density. There were also significant simple main
effects for text format and density two (p < 0.001). Post-hoc analyses revealed
that the pictogram format (M = 0.913, SD = 0.066) had a significantly higher
mean hit rate than the text format (M = 0.881, SD = 0.081) (pbonf = 0.001,
r = 0.698, large effect), and iconone and icontwo had significantly higher hit rates
than texttwo (pbonf < 0.05). These results suggest that when an icon can represent
multiple words, pictogram format can outperform text format.

• False alarm rate (Figure 4.10b): There were no significant effects.

• Reaction time (Figure 4.10c): There were no significant effects.

Interruption

Icon-augmented notifications led to a lower cognitive load and perceived interruption
than transformed text notifications.
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(a) Hit rate ⋆‡ (b) False alarm rate (c) Reaction time

Figure 4.10: Primary task performance in study 3 . The X-axis represents the density,
and the error bars represent the standard error. ⋆ represents a significant main effect
of format and ‡ represents significant interaction effects (p < 0.05). See Table 4.5 for
details.

• Unweighted NASA-TLX (Figure 4.11a): A repeated-measures ANOVA showed
a significant main effect of format (F1,23 = 8.164, p = 0.009, η2

p = 0.262, large
effect), but no significant main effect of density or interaction effect. Post-hoc
analysis showed that the pictogram format (M = 51.44, SD = 15.22) had a
significantly lower task load than the text format (M = 56.93, SD = 13.99)
(pbonf < 0.01, d = 0.374, small effect). The results for individual indices are given
in Figure 4.12. A repeated-measures ANOVA showed significant main effects
(p < 0.05) of format on the overall score, Mental Demand, Performance Demand,
and Effort, with pictogram format yielding lower mean values than text format.
However, except for Performance Demand, there were no significant main effects
of density. Similarly, there were significant interaction effects (p < 0.05) only for
overall score and Mental Demand.

• Perceived interruption (Figure 4.11b): There was a significant main effect of
format (F1,23 = 19.068, p < 0.001, η2

p = 0.453, large effect) and interaction
effect (F1,23 = 7.261, p = 0.013, η2

p = 0.240, large effect), but no significant
main effect of density. Post-hoc analyses showed that the pictogram format
(M = 47.50, SD = 18.28) had significantly lower perceived interruption than the
text format (M = 60.48, SD = 18.54) (pbonf < 0.001, d = 0.699, medium effect).
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Furthermore, icontwo had significantly lower perceived interruption than textone

and texttwo (pbonf < 0.05).

• Distraction ranking: All participants except two (92%), mentioned that the
text format was most distracting since text required more time to read and
understand and covered more space on the OHMD. Moreover, twelve participants
who recognized the difference between the two text formats mentioned that texttwo

caused the most distraction. The remaining two participants felt that icons were
more distracting as they needed to recall icon meanings to understand pictogram
format compared to text format.

(a) Unweighted NASA-TLX ⋆ (b) Perceived interruption ⋆‡

Figure 4.11: Interruption in study 3 . The X-axis represents the density, and the error
bars represent the standard error. ⋆ represents a significant main effect of format and ‡

represents significant interaction effects (p < 0.05). See Table 4.5 for details.

Comprehension

Overall, there was no significant difference between formats for immediate recall ac-
curacy (p = 0.055), but the pictogram format had significantly higher understandability
than the text format (p = 0.020). There were no main effects of density or interaction
effects for any measures.

• Recall Accuracy (Figure 4.13a): There was no significant difference between
pictogram format (M = 4.66, SD = 1.22) and text format (M = 4.29, SD = 1.15)
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Figure 4.12: NASA-TLX scores for iconone, icontwo, textone, and texttwo in Study 3
(N=24). Overall pictogram format had a significantly lower task load than text format.
⋆ and † represent significant (p < 0.05) post-hoc tests. Error bars represent standard
errors.

(F1,69 = 3.796, p = 0.055).

• Understandability (Figure 4.13b): There was a significant main effect of format
(F1,69 = 5.667, p = 0.020, η2

p = 0.404, large effect). The post-hoc analysis
indicated pictogram format (M = 5.48, SD = 1.15) had a significantly higher
mean value than the text format (M = 4.79, SD = 1.75) (pbonf < 0.05, r = 0.486,
large effect). This suggests that the pictogram format was easier to understand
during the dual-task scenario than the text format when users engaged in an
attention-demanding primary task.

• Understandability ranking: Fourteen participants (58%) mentioned that the
pictogram format was easier to understand, interpret, and more concise. Out of
these fourteen, six participants mentioned that the text format required more
“mental effort” to understand than the pictogram format while switching their
attention between primary and secondary tasks. Four participants mentioned
no difference between the two formats, while the remaining six participants said
that the text format was easier to understand since it was unambiguous and did
not require any recalling of icons.
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(a) Immediate recall accuracy (b) Understandability ⋆ (c) Noticeability ⋆

Figure 4.13: Comprehension and Reaction in study 3 . The X-axis represents the
density, and the error bars represent the standard error. ⋆ represents a significant main
effect of format (p < 0.05). See Table 4.5 for details.

Reaction

In contrast to study 2 , the two formats differed in noticeability levels.

• Noticeability (Figure 4.13c): There was only a significant main effect of format
(F1,69 = 8.084, p = 0.006, η2

p = 0.252, large effect). The post-hoc analysis
indicated that the pictogram format (M = 6.10, SD = 1.08) had a significantly
higher mean value than the text format (M = 5.67, SD = 1.19) (pbonf < 0.05,
r = 0.553, large effect).

• Noticeability ranking: Fourteen participants (58%) felt that both the text and
pictogram formats were equally noticeable. Seven participants felt that the
pictogram format was more noticeable since icons were more eye-catching, while
the remaining three participants felt that the text format was more noticeable
since they were longer and covered more screen space.

Satisfaction

Except for two participants (92%), all preferred the pictogram format over the text
format. They felt that icons were shorter, easier to recognize and understand, and
occluded their OHMD less. Additionally, six of them noted that icons were recognizable
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due to their shape, unlike text, even while they were focusing on the stimuli. The
remaining two participants mentioned that, even though both formats caused significant
distractions, the text format was easier to interpret accurately.

Real pictures as pictograms

The majority of the participants (19 participants) did not believe that real pictures
could effectively replace icons. They held that real pictures might be more distracting
due to possible redundant information (e.g., background), which could hinder focus.
Moreover, they raised concerns about the lack of standardization (e.g., different lighting
conditions, backgrounds), the difficulty of viewing on OHMDs due to varying back-
ground colors in the environment, and potential visual field occlusion due to the larger
size of pictures. However, two participants mentioned that real pictures could be
helpful, as they provide more context for notification events than icons. In contrast,
the remaining participants felt the need to test notifications using real pictures before
deciding their preference.

4.7.5 Discussion

The results show that the pictogram format maintained the primary task perfor-
mance in terms of hit rate, especially when the pictogram format had density two
compared to the text format. Moreover, regardless of the density, pictogram format
reduced the Interruption while maintaining higher Comprehension and Reaction.

Taking into account the results of this study and study 2 (Section 4.6.4), it can be
concluded that user-selected icons improved familiarity, thereby enhancing multitasking
performance. Although participants in this study received additional time to familiarize
themselves with both icons and texts through repeated self-exposure compared to Study
2 [219], user selection is the most probable factor contributing to these results. First,
participants’ selection was based on familiarity, as detailed in Table 4.7.4. Second, as
Shen et al. [219] found, achieving familiarity with icons takes considerable time, even
with repeated exposure (e.g., more than 3 days with over 30 minutes of exposure each
day). Thus, the duration of this study may not have been sufficient to achieve a high
level of familiarity through repeated self-exposure alone.

Moreover, it can be concluded that the advantages of transforming text format
to pictogram format indeed rely on both replacing texts with icons and familiarity
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with those icons. Therefore, users should be given the choice to select icons for icon-
augmented notifications to minimize interpretative ambiguities. However, catering to
individual preferences might be challenging. Similarly, when comparing this study
with study 1, it can be concluded that making the text more concise also reduces the
interruption caused by OHMD notifications.

4.8 Study 4: Compare icon-augmented notifica-
tions and transformed text notifications in re-
alistic settings for user-selected icons

To determine whether the results obtained in laboratory settings could be generalized
to the real world, a realistic qualitative study involving both mobile and stationary
settings was conducted. This study was designed similarly to study 3 (Section 4.7),
except for its tasks and procedure. The same calendar notifications used in study 3
(Section 4.7.2) were also used in this study.

4.8.1 Participants

Twelve volunteers (6 females, 6 males, mean age = 26.6 years, SD = 3.5) partic-
ipated in the study. Their backgrounds were similar to the participants of study 1
(Section 4.5.1).

4.8.2 Apparatus

A tablet computer system pushed one notification per minute onto the OHMD
to prevent overwhelming participants with excessive notifications and to provide
sufficient notifications for experiencing the differences between the two formats. This
also simulated a situation where users were engaged in a remote conversation [16].
Notifications were displayed randomly with a minimum gap of 40 seconds between
each. This random presentation mimics situations where users forget their upcoming
events or the notifications for these events are not user-created (e.g., shared calendars).
Notifications were chosen from textone, texttwo, iconone, icontwo with equal probabilities,
alternating between text format and pictogram format.
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4.8.3 Tasks

Mobile setting: navigation

Following the approach of Lucero and Vetek [143], a 1 km outdoor route on the
university premises, which included a shared pedestrian and bicycle trail (with road
crossings) and a 0.2 km indoor route, was selected (see Figure 4.14). Participants were
familiar with this route and walked it (primary task) while wearing the OHMD and
attending to (pre-selected) calendar notifications (secondary task).

Figure 4.14: The study 4 route (red arrow) includes the outdoors and indoors. During
outdoor navigation, participants went past three bus stops, five vehicle crossings, and
a small park. During indoor navigation, participants walked through covered buildings.
Map source: OpenStreetMap

Stationary setting: browsing

Internet browsing of the participants’ choice [25] was selected as the primary task in
this setting and was conducted over 10 minutes on a desktop computer in a lab, while
participants also attended to calendar notifications (secondary task) on the OHMD.

4.8.4 Procedure

The participant briefing, icon selection, and training were conducted similarly to
study 3 (Section 4.7.3). However, participants underwent training while walking in
a university lab. Given the variability of natural light and weather conditions, the
experiment’s timing was randomly assigned to increase the generalizability of the
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results. Hence, participants completed the study during daytime hours (9 am-6 pm),
first performing the navigation task followed by the browsing task.

Participants walked the predefined route at their own comfortable pace while
wearing the OHMD. The OHMD was equipped with removable lens shades during
the navigation task to ensure notification visibility in outdoor environments. The
experimenter walked a few meters behind, carrying the system that automatically
pushed notifications to the OHMD. To ensure participant safety, the experimenter
closely monitored them and intervened to prevent dangerous behaviors like jaywalking.
Once participants completed the navigation task (16-20 minutes), they filled out a
questionnaire on their preferences and rankings.

Subsequently, participants performed the browsing task (8-12 minutes) and filled
out a questionnaire for the stationary setting. At the end, the experimenter conducted
a semi-structured interview to capture the reasons behind each choice and understand
how participants attended to notifications in both mobile and stationary settings. Each
participant completed the study in a single session lasting between 50 and 65 minutes.

4.8.5 Results

Differences in the perception of notifications for mobile and stationary settings were
observed. The codes resulting from the thematic analysis were grouped based on the
task differences and measures used in study 3 . Given the task differences in this study
compared to previous studies, objective data is only available for Comprehension.

Interruption

During the navigation task, six participants found that the text format was more
distracting, especially for longer text, while the remaining participants did not observe
any difference between the two notification formats.

During the browsing task, six participants perceived similar distraction levels for
both formats. Five participants felt that the text format was more distracting due to
primary task interference, while the remaining participant found the pictogram format
more distracting for the same reason.
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Comprehension

Overall, there were no significant differences between the formats for immediate
recall accuracy, but text format showed a higher understandability ranking during the
browsing task.

• Recall Accuracy: Participants remembered11 icon-augmented notifications (navi-
gation task: M = 45.2%, SD = 19.1%; browsing task: M = 69.3%, SD = 8.1%)
more than text notifications (navigation task: M = 34.5%, SD = 17.2%; browsing
task: M = 64.0%, SD = 15.6%), although the differences were not statistically
significant.

• Understandability ranking: During the navigation task, five participants found
both formats equally understandable, four participants found the text format
more understandable, while the remaining three participants found the pictogram
format more understandable.

Similarly, during the browsing task, six participants found both formats equally
understandable, five participants found the text format more understandable,
while one participant found the pictogram format more understandable.

Five participants who recognized the varying density of the text format also noted
that “short texts and icons [notifications] were [the] same [easy to understand],
but longer texts were harder to understand”.

Reaction

Results for the navigation task contrasted with those of the previous studies. Six
participants found that the text format was more noticeable due to its longer length
and greater light emission from the OHMD. Four participants found both formats
equally noticeable. The remaining two participants found the pictogram format more
eye-catching.

Regarding the browsing task, eight participants found both formats equally notice-
able. Three participants found the pictogram format more noticeable as icons were
distinct from the browsing text, while one participant found the text format more
noticeable as it occluded the browsing content more.

11Here, Recall Accuracy = No of correctly recalled notifications
No of total seen notifications × 100
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As expected, outdoor lighting conditions affected the visibility of digital content
on the OHMD [66, 117, 77, 60], which in turn affected notification noticeability.
All participants found notifications more noticeable indoors than outdoors, and four
participants found notifications less visible against bright or green backgrounds due to
the lack of contrast. During outdoor navigation, three participants managed this issue
by looking for contrasting/darker backgrounds (e.g., carpet/black road, tree trunks).

Satisfaction

Overall, most participants preferred the pictogram format regardless of the task.
During the navigation task, nine participants preferred the pictogram format, citing

similar reasons to those in study 3 ; shorter, easy to read, less occlusion, and less
distraction than the text format. Two participants expressed an equal preference for
both formats, and one participant preferred the text format.

During the browsing task, all but one participant preferred the pictogram format,
while one participant preferred the text format. However, as expected, participants
mentioned that their preference depended on their familiarity with the icons.

4.8.6 Discussion

The real-life settings yielded similar results to the lab-controlled ones (study 1, and
3 ) for Interruption (i.e., lower perceived cost of interruption) and Comprehension (i.e.,
higher Recall Accuracy). However, Reaction (e.g., noticeability) was affected by lighting
conditions, and Comprehension (for perceived understandability) was affected by the
complexity of the primary task. Specifically, outdoors, when external lighting was high,
text format and its longer length became more noticeable than pictogram format.

Moreover, the primary tasks in realistic settings were less attention-demanding,
thus more attentional resources were available to attend to the notifications than in lab
settings. This finding supports the perception that text format was more understandable
than pictogram format during the browsing setting. A comparison of this result with
that of study 3 suggests that when the complexity of the primary task increased
or required greater attentional control, users familiar with icons could understand
pictogram format better than text format.

Lastly, five participants reported that their OHMDs shook as they physically moved,
which affected the legibility of the two notification formats. All participants found the
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legibility of long texts more affected by shaking, while one participant noted that the
legibility of the pictogram format was also affected by shaking.

4.9 General Discussion
Through study 1, we verified that transforming text notifications to icon-augmented

notifications can reduce the interruption of calendar OHMD notifications and improve
primary task performance. In studies 2 and 3, we found that the advantages of icon-
augmented notifications depended on the users’ familiarity with icons, the number
of words that the icons can represent, and the extent of text reduction. In lab
settings, icon-augmented notifications transformed from text notifications were equally
comprehensible and noticeable; they were also less interruptive and preferred. Study
4 confirmed that these results could be largely generalized to real-world situations,
albeit with limitations in terms of noticeability. Overall, it can be concluded that
incorporating icons can indeed minimize interruption during multitasking without
compromising the reaction and comprehension of OHMD notifications. However, to
achieve such benefits, the icon-augmented notifications need to be carefully designed
according to some influencing factors; such as: icon familiarity, encoding density, and
external brightness.

4.9.1 Reasons behind the disparity

The findings of our study suggest a plausible reason behind the observed disparity
in literature (Section 2.2.2). Pictograms are likely to show advantages if they are highly
familiar to the users and have an encoding density greater than 1; otherwise, they are
likely to show no advantage or generate worse performance than text. This phenomenon
is reflected in previous studies. Tanveer et al. [232] reported that participants found text
feedback more effective and easier to learn than bar-like pictorial feedback on OHMDs
during public speaking. In their study design, only one-word text was used; thus, the
encoding density was 1. In addition, since the bar charts used in the experiments are
not frequently used in everyday life, users may not be familiar. Thus, the text condition
is likely to yield better performance. Similarly, Warnock et al. [247, 246] found no
difference between the text and icon formats. In their work, the information contained
in the text and icon-based notifications was limited to a single word, which equals an
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encoding density of 1. This finding is in line with the conclusion in study 3 that when
the encoding density of icons is 1, both formats have a similar level of distraction for
user-selected icons.

On the other hand, most studies favoring pictograms typically have a relatively
small set of well-defined, commonly used pictograms with relatively high encoding
density (much higher than 1, often close to 2 or beyond). For example, Ells and Dewar
[64] compared traffic signs with their corresponding pictograms and found that the
results significantly favored pictograms. Upon a closer examination of the stimuli used,
we found that their study one compared eight pictograms with eight text messages.
These pictograms were well defined and easy to understand, with an average encoding
density of 1.88, while their study two had fourteen pictograms with an average encoding
density of 2.07. Similar analysis can be applied to Kline et al.’s [127] study as well,
where they used four pictograms with an average encoding density of 1.75.

4.9.2 When and how to use icon-augmented notifications
With a better understanding of the conditions in which icon-augmented notifications

can have advantages, we can now discuss when and how to use them.
First, icon-augmented notifications are less suitable for delivering general-purpose

notifications. This is because the vocabulary of general-purpose notifications is not
restricted, making it difficult to find suitable icons for the diverse meaning a notification
wants to express. Even if it is possible to find many icons, remembering them will
be challenging for users, and it is unlikely that they will perform better than pure
text-based notifications.

Nevertheless, icon-augmented notifications can be used in specialized domains, such
as: notifying users of their personalized calendar or reminder events. Most of the
calendar/reminder events are routine and recurring [238, 126]; thus, they can be easily
represented using a few well-designed icons (e.g., Table 4.6 shows the consensus of
icons in study 3 and study 4 ). Moreover, given the personalized context of calendars,
as many of the events are set by the users themselves, it is also much easier for them
to understand the meaning when they see a reminder notification.

In Figure 4.15, we suggest an approach to convert calendar events to icon-
augmented notifications on OHMDs. Users first identify the frequent, recurring, or
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Table 4.6: Icon set with high consensus (≥50%) among 36 participants in study 3 and
study 4 . Each icon’s source is attached as a hyperlink to the icon itself. Agreement
percentage (A%) is sorted in descending order and rounded to the nearest integer.
Note: We caution against the overgeneralization of these icon interpretations, as only a
small participant sample selected these icons, and icon preferences will depend on the
select user demographics and culture norms [168, 217]. Icon sources: Google Material
Icons, Flaticon website (premium license), and The Noun Project (by BlueTip Design,
Llisole).

Text Icon A%

Call 81

Alarm 69

Download 69

Email 69

Flight 69

Text Icon A%

Delivery 66

Movie 63

Swimming 63

Exercise 56

Visitor 53

Text Icon A%

Battery low 53

Stand up 53

Coffee 53

Reply 53

Bus arrival 53

important tasks/events from their personal calendar, and for each event, the system
(or user) identifies the primary information. The system then provides a set of icons
for users to choose from or allows users to suggest/modify icons if necessary. Then,
they can either directly go to step 4 to create icon-augmented notifications or use a
scaffolding intermediate step (step 3 ) where both text and icons are used in a redundant
fashion to help users to learn the associations first, then transit to the more concise
version of icon-augmented notifications later. With the support of AI, this process
can be partially automated (e.g., using Large-Language Models in step 1 and 2 and
Diffusion Models to generate pictograms in step 2 ).

In addition to calendar events, OHMDs are used in medical, navigation, and
manufacturing domains [165, 243], where users need higher levels of attentional control.
In such specialized domains, it is easier to define a set of well-designed icons (e.g.,
[29]) that become highly familiar to users through repeated use. In such cases, we
envision that icon-augmented notifications can ease the notification handling on OHMDs.
Nevertheless, there are a number of additional considerations when applying icon-
augmented notifications in practical applications.
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Alex’s birthday today

Group meeting in 30 
minutes

Call mom in 10 minutes

Lunch with John at 12 pm

Birthday (      )  Alex

Group meeting (     ) 30 min

Call mom (     ) 10 min

Lunch (      )  John, 12 pm*

Alex

30 min

10 min

John, 12 pm*

• Identify the event’s primary
information (e.g., Group meeting)

• Provide a set of icons for users to 
choose for the event’s primary
information (see below)
• Allow users to 

suggest/modify icons

Identify frequent, recurring, or 
important tasks/events from daily 
activities (i.e., personal calendar)

• Shorten the secondary information
• Use abbreviations
• Remove filler words

• Use the selected icon to represent 
the primary information

• Show corresponding icon along with 
shortened text notification

Once users become familiar with 
the meaning of the icon from the 
scaffolded notifications, transition 
to icon-augmented notifications

Group meeting

(1) Calendar events (2) Text notifications
(3) Scaffolded icon-

augmented notifications
(4) Icon-augmented 

notifications

Alex’s birthday

Group meeting (      )  
30 min

30 minGroup meeting in 
30 minutes

Guide for Converting Text Notifications to Icon-augmented Notifications 

Figure 4.15: The above illustration describes the guidelines for converting OHMD text
notifications to icon-augmented notifications and applying the guidelines to convert cal-
endar events into icon-augmented notifications. The group meeting event is highlighted
as an elaborated example. Icon sources: Flaticon website (premium license), Google
Material Icons, and The Noun Project (by Matt Brooks). Note: * indicates a scenario
where there is more than one secondary info that is not investigated in this chapter.

Encoding relationships

In addition, when transforming the text format into pictogram format, explicit
relationships between primary and secondary info, such as prepositions, were removed,
which might have resulted in a loss of information. Thus, to connect the primary info
and secondary info and to avoid any potential interpretative discrepancies, participants
could choose to add additional symbols, create combined icons, or change their layouts
or positions, as was suggested during interviews.

Multiple secondary info

In this study, the content of the notifications was categorized into primary info
and secondary info to transform the text format to pictogram format; yet, this trans-
formation may not be suitable for complex text notifications with multiple secondary
information. Research on text illustrations has explored the use of an abstraction called
‘meaning space’ to map text with illustrations [69, 51]. Such literature primarily focuses
on identifying suitable images to illustrate text fragments or vice versa. By incorpo-
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rating the guidelines and algorithms used in the text illustration literature, different
transformation techniques can be evaluated and implemented with existing applications
to identify the optimal transformations for different categories of notifications.

Shared interpretation

Furthermore, when pictograms are used in communication applications, both senders
and receivers should have a shared understanding of the meaning of pictograms and
sufficient context for interpretation [47]. This may also apply to icon-augmented
notifications when the creator/sender and receiver are different, such as messenger
notifications. However, each party may build a shared understanding of icon-augmented
notifications with usage over time to overcome this limitation, similar to emoticons
[266].

Using icon-augmented notifications for mobile OHMD usage

From study 4 , we identify that icon-augmented notifications are easier to perceive
in suboptimal conditions during mobile OHMD usage [64, 253, Ch 6]. Specifically, even
though virtual content on OHMD is blurred when users focus on the physical world, i.e.,
limited OHMD focal distance [113, 114], the pictogram format on OHMD can be easier
to recognize than the text format. This is because shapes have a larger visual detection
angle than text (Figure 3.8) [113, 261]. Moreover, longer text notifications require users
to use their central vision to read word by word [253, Ch 6], while icon-augmented
notifications can be read using the central vision in a single glance, reducing recognition
effort and time.

One issue related to mobile OMHD usage is external brightness

To overcome the external brightness, designs can increase the salience of icon-
augmented notifications in outdoor environments. For instance, borders can outline
notifications (e.g., Figure 4.16), or colors can contrast/blend with the environment
(e.g., [9, 59]).
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(a) OHMD text notification in indoor

(b) OHMD text notification in outdoor

(c) OHMD icon-augmented notification in indoor

(d) OHMD icon-augmented notification in outdoor without border
(top) or with border (bottom)

Figure 4.16: Effects of external brightness/lighting on the noticeability of OHMD
notifications. In indoor situations without bright external light, both text and pictogram
formats have similar noticeability and legibility (a vs. c). But in outdoor conditions
with bright external light, the longer text format is more noticeable than the more
concise pictogram format (b vs. d − top). Thus, it’s recommended to increase the
visual footprint of the icon-augmented notification (e.g., add a border to increase its
noticeability, d − bottom). Note: This figure may need to be viewed in color to see the
differences more clearly. Icon source: Flaticon website (premium license).
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Generalizing results to other OHMDs

Compared to advanced OHMDs such as Microsoft HoloLens2 (HL2)12 and Nreal
Light (Nreal)13, which have a larger FoV (field of view), utilize 3D content, and support
various anchoring techniques (both HL2 and Nreal support head, body, and world
anchoring), the OHMD prototype we used, BT-300, has a smaller FoV, uses 2D content,
and supports only head anchoring. Given that the features of BT-300 are a subset of
those from HL2 and Nreal, the latter devices using configurations similar to the BT-300
could more easily replicate our results obtained on BT-300. If the more advanced
OHMDs use features that are specific to their capabilities, such as world anchoring,
given the limited world anchoring distance (e.g., the recommended distance for HL2
is 1.25m - 5m 14) [114], we believe our results would largely hold. Previous studies
comparing pictograms and text-based traffic signs from similar physical distances (e.g.,
[64]) showed favorable results towards pictograms due to the high encoding density of
icons (Section 4.9.1).

4.10 Limitations
This study primarily investigated calendar-related notifications with a single sec-

ondary info, finding that icon-augmented notifications provide an effective alternative
to text notifications in the OHMD context. However, given the comparatively limited
number of icons to text, expanding the use of icon-augmented notifications to other
types of notifications (e.g., messenger notifications, particularly with multiple secondary
info) should be approached cautiously, as the results may not uniformly apply to all
notification types.

As discussed in study 4 (Section 4.8.6), external brightness predominantly affected
the noticeability of icon-augmented notifications, and shaking mainly impacted the
legibility of text notifications. Advances in technology, such as retinal projection [114]
(e.g., Vaunt glasses15) and photochromic lenses (e.g., Dusk smart glasses [6]), will likely
mitigate the effects of external brightness. The utilization of fonts/icons less susceptible
to shaking [147] could also help to minimize legibility issues.

12https://www.microsoft.com/en-us/hololens/hardware
13https://www.nreal.ai/light/
14https://learn.microsoft.com/en-us/windows/mixed-reality/design/comfort
15https://www.theverge.com/2018/2/5/16966530/intel-vaunt-smart-glasses-announced-ar-video
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Although the vigilance task chosen for Studies 1-3 simulated dynamic conditions in
realistic scenarios (Section 4.5.3), it did not emulate severe situations, such as bumping
into someone while walking in a crowded street. It also did not account for scenarios
involving potential danger that could be encountered in real-life augmented reality
usage (e.g., reduced depth of focus and reaction time [210]). Even though study 4
validated the ecological validity during walking, it did not test the myriad possible real-
world scenarios where individuals may perform other tasks while attending notifications
(e.g., conversing [208], reading, reading and walking in obstacle-rich environments
[239]). Therefore, further validation in a variety of realistic scenarios could enhance
the ecological validity of our findings.

Despite these limitations, we anticipate that the pictogram format will have higher
salience during shakes, be easier to perceive in sub-optimal conditions (Figure 4.9.2),
and provide greater attention control (Section 4.5.7, Section 4.9.2), thereby offering
more advantages in such scenarios compared to the text format.

4.11 Programming codes
The codes for this chapter can be found at https://github.com/NUS-HCILab/

IconAugmentedNotification.

4.12 Conclusion
We proposed that transforming text notifications into icon-augmented notifications

could mitigate the disruptive effects of OHMD notifications and enhance multitasking
when appropriately designed. Through three controlled experiments, we evidenced
that icon-augmented notifications have an advantage on OHMDs, as pictograms can
concisely encapsulate the meanings of multiple texts, significantly reducing text content.
Additionally, we identified two plausible reasons (i.e., icon familiarity and encoding
density) for the observed discrepancies in the literature (Section 2.2.2) regarding
the effective use of pictograms in notifications. In a realistic setting, we found that
the results from controlled experiments were applicable, although there were some
limitations in outdoor environments.

Given the inherent properties of pictograms (Section 2.2.2, Figure 4.9.2), we believe
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our findings on icon-augmented notifications can be generalized to visual notifications
on other computing devices, despite only testing them on OHMDs. We further argue
that icon-augmentation could be applied to other digital information presentations
beyond notifications, necessitating further investigation.

Future research could focus on transforming more complex text notifications into
pictogram formats, considering the effects of diverse backgrounds and capabilities of
different OHMDs with the aid of eye-tracking, which could facilitate the widespread
and mainstream use of pictograms in notifications.

In light of these findings, this chapter provides an answer to our thesis question
(Section 1.4). We can effectively reduce the attention costs associated with OHMD
notifications during multitasking by transitioning notification content to a more easily
recognizable format, such as from text to pictograms or graphical format.

Summary of statistically significant results:

• In the lab settings,

– Notifications resulted in decreased primary task accuracy and increased task load
compared to the no-notification scenario.

– Icon-augmented notifications led to higher primary task accuracy than text notifi-
cations, particularly when icons had a higher encoding density (approximately
2).

– Familiarity with icons influenced primary task accuracy in icon-augmented notifi-
cations.

– Icon-augmented notifications were perceived as more understandable and notice-
able than text notifications.

– Icon-augmented notifications resulted in lower perceived interruption and task
load compared to text notifications.

– Reducing the amount of text in notifications improved primary task accuracy.

– A substantial majority of participants (92%) preferred icon-augmented notifications
over text notifications.

• In the realistic setting,

– The majority of participants (75% for navigation, 92% for browsing) preferred
icon-augmented notifications over text notifications.

105
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DISTRACTIONS USING FADING

Chapter 5

NotiFade: Minimizing OHMD noti-
fication distractions using fading

5.1 Chapter overview
This chapter examines how luminance contrast adjustments can be used to present

OHMD notifications. To answer the high-level RQ (Section 1.4), How can we control
the luminance of notification content to minimize the attention costs of OHMD notifi-
cations?, fading animation was chosen to control luminance. Text notifications during
a work setting were selected to concretize the notification design (Section 5.3). The
question was further divided into design and evaluation aspects:

1. How can the luminance of text notifications be controlled?

2. How effective is this control of luminance in reducing attention costs on text
notifications?

To address the first sub-question, we explored fade-in animation, in which luminance
is controlled with timing. Initially, an exploratory study was conducted to verify whether
current animations disrupt users’ primary tasks, such as the immediate appearance of
OHMD notifications.

For the second sub-question, a controlled experiment was conducted to identify
the optimal fade-duration for fade-in animations and how they compare with existing
animations (e.g., blast, scrolling) for OHMD notifications. Subsequently, we investigated
how to adjust fade-in animations to suit mobile scenarios. Unlike existing animations,
the results showed that fade-in animation minimizes interference with primary tasks;
however, its effectiveness depends on several factors, including fade-duration, the
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location and complexity of the primary task, and external lighting. We conclude by
discussing how fade-in animation can improve OHMD notifications and its associated
trade-offs.

This chapter incorporates materials (including figures and tables) adapted from our
related research [118].

5.2 Introduction
Similar to Chapter 4, this chapter explores the work setting and focuses on text

notifications. As highlighted in Chapter 2 (Section 2.3.4, Section 2.2.3), despite evidence
that fade animations could reduce interruptions from notifications in a desktop context
[155, 152, 145, 256], their effectiveness in an OHMD context is less well understood
[71].

Therefore, this chapter focuses on fade-in OHMD animations. Considering the
widespread use of scrolling animations in notifications [8, 145], we first conducted a
controlled study comparing fade-in notifications with the blast (i.e., without fade-in)
and scrolling notifications in two stationary settings: first, when the user is engaged
in a primary task on OHMD and attends to OHMD notifications; second, when the
user is engaged in a primary task NOT on OHMD and attends to OHMD notifications.
Next, we explored how mobility (i.e., walking) affects fade-in animation while users are
engaged in primary tasks on OHMDs. Our results indicate that OHMD notifications
with fade-in animations significantly reduce interference with ongoing tasks compared
to blast and scrolling. Additionally, a fade-in duration of two to four seconds was
determined to be optimal.

Consequently, this chapter’s contributions are twofold: 1) identifying the factors
influencing the effectiveness of fade-in animations for OHMD notifications; 2) empirically
evaluating fade-in animation against commonly used animations in terms of task
performance, noticeability, and perceived interruption in both stationary and mobile
settings.
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5.3 Study overview
We initially conducted an exploratory pilot study to understand the impact of

OHMD notifications on daily life. This was followed by more controlled studies
examining the appearance of OHMD notifications.

In the exploratory study, we verified that the sudden appearance of OHMD notifi-
cations disrupts users during their daily activities. To mitigate the abrupt interruption
caused by OHMD notifications, we focused on fade-in animation, which has been shown
to be effective for desktop notifications [155, 152, 145].

Given that OHMDs are still in the early adoption phase in the consumer market
[4], we concentrated on two settings where OHMDs are likely to be commonly used in
the future.

In study 1, we explored the interruption caused by OHMD notifications in stationary
settings, mainly when reading text on OHMDs while receiving notifications on OHMDs,
and when reading text on a desktop while receiving notifications on OHMDs. In study
2 , we investigated how mobility affects the interruption caused by OHMD notifications
during multitasking.

5.4 Exploratory Pilot Study
To gain an initial understanding of how users react to OHMD notifications in daily

life, we conducted an exploratory mobile experience sampling study. Four volunteers
wore Vuzix Blade Smart Glasses [241] for 4-6 hours and received their own phone
notifications on the OHMDs through the Vuzix Companion app [242]. For every
notification, participants were asked to complete an experience sampling questionnaire
related to context factors (activity, location, app, etc.), interruption caused by the
notification, notification attendance, and issues with OHMD notifications. Additionally,
a post-study interview was conducted to understand participants’ responses and issues
with the notifications.

The results indicated that the sudden appearance of current notifications on OHMD
led to higher interruptions of daily tasks compared to notifications appearing on the
phone. This was due to the greater contrast difference between physical and virtual
backgrounds, which immediately diverted attention away from the daily tasks.
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5.5 Study 1: Effects of fade-in OHMD notifications

5.5.1 Goals

This study aimed to examine the attention costs associated with notifications
featuring fade-in, blast, and scrolling animations. Accordingly, two sub-questions were
explored in this study.

Q1. How does the fade-in animation compare to blast and scrolling animations in
terms of task performance and perceived interruption when multitasking?

Although it is hypothesized that fade-in animation can mitigate interruption to
primary tasks, the optimal duration for fade-in notifications remains ambiguous. A
pilot study was conducted to identify suitable fade-durations (i.e., the time it takes for
a notification to become fully visible by changing the alpha color value from 0x00 to
0xFF). Four participants attended notifications with different fade-durations (ranging
from 0s to 8s with a 1s gap) while reading passages on an OHMD. This pilot study
conducted similar to the formal study detailed below in Section 5.5.5, revealed three
key findings.

First, participants were unable to distinguish between fade-durations shorter than 1
second. Second, participants could clearly differentiate between fade-durations spaced
by 2 seconds (e.g., 0s, 2s, 4s). Third, fade-durations longer than four seconds were
considered too distracting as participants had to wait for an extended period before the
notifications became readable. Therefore, the blast animation (blast, fade-duration=0s),
fast fade-in animation (fast-fade, fade-duration=2s), and slow fade-in animation (slow-
fade, fade-duration=4s) were selected to examine the impact of fade-duration on
notification perception.

Moreover, the commonly employed vertical discrete scrolling animation (scroll)
[8, 145, 152] was included in the controlled study to compare fade-in with existing
animations and gain an initial understanding of the potential range of optimal fade-
duration.

Q2. Does the effect of fade-in animations depend on the primary task’s location?
In a realistic setting, OHMD users will receive notifications during various multi-

tasking situations, especially when primary tasks occur in the virtual world (i.e., on
OHMD) or the physical world (i.e., not on OHMD) (e.g., [231, 222] in the AR context).
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When tasks are situated in different locations (i.e., physical or virtual), attending to
virtual content (e.g., OHMD notifications) can cause attention/focus switching [76,
222]. This focus switching can influence the interruption caused by notifications and,
in turn, might affect the perception of fade-in animation.

Therefore, text reading tasks were conducted on both OHMD (referred to as same-
depth) and desktop (referred to as diff-depth) platforms to simulate primary tasks in
different locations, reflecting their typical usage. In the same-depth condition, both the
primary and secondary tasks took place on the OHMD. In the diff-depth condition,
the primary task occurred on the desktop, while the secondary task took place on the
OHMD, simulating a scenario where focus switching occurs between different locations.

5.5.2 Participants

Sixteen volunteers (7 females, 9 males, average age M = 24.3, SD = 3.2) from
the university community with normal or corrected vision participated in the study.
Four participants had prior experience using OHMDs for less than 2 hours, and all
participants possessed professional working fluency in English. Participants received
(self-reported) an average of 108 (MIN = 40, MAX = 400) mobile notifications per
day. Each participant was compensated approximately USD 7.25/h for their time, and
none of them participated in the pilot studies or subsequent studies.

5.5.3 Apparatus

Since the visibility of OHMD contents depends on the background and lighting
conditions [66, 60], the study was held in a quiet room with controlled indoor lighting to
ensure a consistent user experience. The Epson Moverio BT-300 [65], a binocular OHMD
(1280x720 px, 23◦ FoV), was used. A custom Android application was installed on the
OHMD to display text and notifications (Figure 5.1). As OHMDs have approximately
a 1m focal length [134], a black screen was positioned 1m in front of participants
during text reading on OHMD to provide a uniform color projection surface. Regarding
the desktop, a 27” LCD monitor (refresh rate = 60 Hz, resolution = 1920 x 1080
px) displayed text passages at eye level and was placed 70 cm from the participant,
following common practice [10], and to simulate focus switching between the physical
and virtual world [76, 231]. A wireless keyboard was used to control the passages, and
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a Python program displayed passages, pushed notifications, and logged user inputs and
timings. The implementation details can be found at Section 5.9.

(a) Reading on same-depth (b) Passage and notifications on OHMD

(c) Reading on diff-depth (d) Passage on desktop

Figure 5.1: Apparatus in same-depth and diff-depth conditions. See example notifica-
tions at https://tinyurl.com/notifade-recordings. Note: Black color in OHMD
represents the transparent background.

Desktop reading layout

To display passages on the desktop, we used ‘dark-mode’, with white text on a
black background and Arial font, following previous studies [120, 28, 34]. Based on an
informal pilot study (N=4), a font height of 6 mm with a line spacing of 3 mm was
easier to read on a desktop monitor at a 70 cm distance. This was then used for the
formal study. The larger screen size allowed all text content to fit on display.

OHMD reading layout

As recommended by Debernardis et al. [60], all texts on the OHMD were displayed
in a green sans-serif font (i.e., Roboto). Again, the informal pilot study showed a 36 sp
text font was clearly visible and was thus used for all texts.

For both desktop and OHMD layouts, all texts were left-aligned with text wrapping
to provide a familiar experience.
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OHMD notification layout

The top-center position was used for displaying notifications in dual-task situations,
as recommended by Chua et al. [48]. Only the title of the notifications [8] was used,
and the layout (Figure 5.1b) was simplified to isolate the animation effect. Notifications
were enclosed within a green-color bounding box (580px X 210px) and were shown
above the passages to distinguish them from the reading passages [8]. Ten lines of text,
each with a maximum of 64 characters (including spaces), fit on the OHMD. Due to
the limited screen size, block scrolling of passages (i.e., showing a block of 10 lines each
time) [78] was enabled using a wireless keyboard if content exceeded a single page.

5.5.4 Tasks

Primary task and materials

Text reading is a common activity on desktops [28, 34]. With the expanded field
of view, text reading is becoming prevalent in OHMDs also [199, 209, 129]. As a
result, we undertook a proofreading task that involved substituting certain correct
words with incorrect ones. To mimic mistakes from naturalistic reading [122], words
with a variant that rhymes but differs grammatically were substituted [120, 28, 58, 87].
For example, for the sentence, “His army was big, and his soldiers were also good at
fighting”, the word “soldiers” was replaced with “shoulders” to introduce errors. To
ensure consistency, the passages were chosen from well-established reading materials
[196, 163] on culture and history topics with a Flesch Reading Ease Score between
70-80 and an average word count of 549.3 (sd = 3.1, average sentence count = 39.6).
Eleven substitution words per passage were uniformly distributed across each passage
such that there was at most one substitution per sentence. Moreover, line breaks in
passages were removed to amplify the interruption effects of notifications. Finally,
two researchers cross-validated the complexity and corrected any issues related to the
modified passages.

Secondary task and materials

The secondary task was to attend to the OHMD notifications. Notifications
comprised 5-word sentences each with an average character count of 31.8 (sd = 1.6,
min = 30, max = 35), which lies within the recommended notification character limits
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[84] (Figure 5.1b, e.g., “Please recharge before 5% left.”). A total of 140 unique 5-
word sentences related to common daily activities [173] were selected to eliminate any
subjective biases from real notifications.

Each notification appeared for 10 seconds, including the fade-duration [145, 152, 8].
As the study scope was on the animation of notification appearances, all notifications
were configured to disappear instantly. For example, in the slow-fade animation, the
notification faded within 4 seconds, stayed on the screen for 6 seconds, and disappeared
instantly. A stepwise linear fading function was used to display the fade-in animation
(i.e., alpha color value changes from 0x00 to 0xFF during the fading duration in 100
ms steps) [145, 152]. The blast animation appeared immediately, stayed on the screen
for 10 seconds, and disappeared instantly. The scroll animation scrolled down from the
top with full brightness (i.e., alpha = 0xFF) for 333 ms and remained on the screen for
9.66 seconds before disappearing instantly [145, 8]. Screen recordings of each animation
can be found at https://tinyurl.com/notifade-recordings.

Similar to previous studies on notification animation evaluation [155, 152, 145], the
focus of this study was the awareness of notifications (i.e., whether the participants
have noticed the notification content); thus, notifications appeared at random intervals
between 5 - 10 seconds to increase the interference with the primary task.

5.5.5 Design and procedure

A repeated-measures within-subject design was used to investigate the effects of
notifications across two task locations (location: diff-depth and same-depth) and four
notification animations (animation: blast, fast-fade, slow-fade, and scroll). A Latin
square design was used to counterbalance the conditions, blocked first by task location
and then by notification animation. The passages in the primary task were presented
in a fixed order. As the focus was on comparing the effects of different notification
animations, a baseline condition without notifications was not included.

Procedure

After explaining the study procedures and obtaining informed consent, participants
took part in a training session to familiarize themselves with the apparatus, tasks
(primary and secondary), and questionnaires. This training was conducted without
notifications and with blast notifications under both the diff-depth and same-depth loca-
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tions. However, participants were not informed about the different types of notification
animations to prevent bias due to priming and to gauge their initial perceptions.

Participants then completed eight testing conditions, divided into two blocks corre-
sponding to the two task locations. While silently reading the passages, participants
read aloud the substituted words, which an experimenter manually recorded to calculate
reading accuracy. Participants were also instructed to pay attention to the notifications
while trying to read the passages as accurately and quickly as possible. After each
condition, participants completed a questionnaire to capture their perceived behaviors
and notification recognition accuracy. A minimum 2-minute break was enforced between
conditions to minimize fatigue.

Finally, participants took part in a post-study interview lasting 10-15 minutes. If
they could not identify differences in the notification animations, the experimenter
replayed the notifications. The entire experiment took approximately 100-120 minutes
per participant.

Measures

Objective dependent variables for the primary task were time taken to finish
proofreading a passage (Reading Time, in seconds), and the percentage of detected
substituted/incorrect words (Reading Accuracy). We also calculated the ratio of
reading accuracy to reading time (Adjusted Reading Accuracy = Reading Accuracy

Reading Time ) [28,
120], which accounts for any trade-offs between speed and accuracy that may occur
when participants slow down their reading speed to improve accuracy while attending
to notifications.

The objective dependent variable for the secondary task was the percentage of
correctly identified notifications (Notification Accuracy) [155], which was assessed using
16 yes-no questions asking whether certain notifications had appeared. Subjective
measures of perception of notification animations were also collected, including No-
ticeability (how easy it was to notice the notification, 7-point Likert scales: 1 = Very
Difficult, 7 = Very Easy), Understandability (how easy it was to understand what
the notification represented), RTLX (assessed using the raw NASA-TLX scale), and
Perceived Interruption (the extent to which notifications disrupted the reading task)
[208, 93].

In the post-study interview, participants were asked to rank their preference for each
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task location and notification animation when multitasking. They were also inquired to
explain their reasoning, discuss their process, and describe their multitasking experience.

5.5.6 Results

Each participant completed eight proofreading tasks (testing conditions) and re-
ceived a minimum of 64 notifications. This resulted in 128 data points (16 participants
× 2 task locations × 4 notification animations). Table 5.1, Figure 5.2, Figure 5.4, and
Figure 5.3 present the mean performance of participants.

Table 5.1: Average performance (‘mean (sd)’) in study 1 with 16 participants. The
first column represents the location-animation combination using the first letters of
each (S = same-depth, D = diff-depth; SC = scroll, BL = blast, FF = fast-fade, SF =
slow-fade).

Primary (reading) task performance | Secondary (notification) task performance
Reading
Time

Reading
Accuracy

Adjusted
Reading
Accuracy

Notification
Accuracy

Understand-
ability

Notice-
ability

Perceived
Interrup-
tion

RTLX

S-SC 195.4
(59.4)

0.830
(0.109)

0.452
(0.123)

0.707
(0.071)

4.50
(1.37)

5.38
(1.15)

55.9
(25.5)

46.8
(19.1)

S-BL 186.1
(55.9)

0.835
(0.176)

0.484
(0.147)

0.734
(0.098)

4.50
(1.83)

5.75
(1.13)

53.1
(20.8)

44.8
(19.0)

S-FF 189.0
(54.9)

0.875
(0.104)

0.508
(0.177)

0.723
(0.129)

4.88
(1.63)

5.69
(1.14)

55.6
(25.5)

45.5
(20.2)

S-SF 178.7
(50.6)

0.847
(0.127)

0.521
(0.221)

0.762
(0.132)

4.56
(1.68)

5.31
(1.62)

55.3
(27.2)

45.5
(19.7)

D-SC 198.0
(68.4)

0.869
(0.105)

0.500
(0.211)

0.758
(0.140)

4.50
(1.75)

5.81
(0.83)

65.3
(20.4)

44.9
(16.1)

D-BL 190.4
(59.4)

0.858
(0.115)

0.499
(0.178)

0.797
(0.120)

4.56
(1.83)

5.69
(0.87)

61.4
(25.0)

46.3
(17.9)

D-FF 200.5
(59.6)

0.898
(0.093)

0.499
(0.206)

0.738
(0.110)

4.44
(1.67)

5.44
(1.15)

62.4
(27.1)

44.5
(19.3)

D-SF 196.4
(63.0)

0.841
(0.139)

0.467
(0.146)

0.734
(0.124)

4.31
(1.70)

5.06
(1.06)

63.0
(22.6)

49.0
(15.6)

Analysis

The data were analyzed using either factorial repeated measures ANOVAs or Aligned
Rank Transform (ART) factorial repeated measures ANOVAs [258], in cases where
ANOVA assumptions were violated. Normality and sphericity were tested using the
Shapiro-Wilk test and Mauchly’s test, respectively. Post-hoc tests were performed using
either paired-sample t-tests or Wilcoxon signed-rank tests, with Bonferroni correction
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applied for multiple comparisons. For non-parametric distributions with a wide range
of possible values (e.g., NASA-TLX, which ranged from 0-100) that met parametric
assumptions, parametric tests were used. The interview recordings were transcribed
and thematically analyzed following Braun and Clarke [33].

5.5.7 Primary (reading) task performance

Significant differences (pbonf < 0.05) were observed in Reading Time, but no
significant differences were noted in Reading Accuracy or Adjusted Reading Accuracy.

(a) Reading Time (seconds)⋆† (b) Reading Accuracy (0-1) (c) Adjusted Reading Accuracy

Figure 5.2: Primary (reading) task performance in study 1 (N=16). The X-axis
represents the animation, where SC = scroll, BL = blast, FF = fast-fade, and SF
= slow-fade. ⋆ represents a significant main effect of animation and † represents a
significant main effect of location (p < 0.05). Error bars represent standard error. See
Table 5.1 for details.

• Reading Time: A repeated-measures ANOVA on Reading Time showed significant
main effects of task location (F1,15 = 4.735, p = 0.046, η2

p = 0.240) and notification
animation (F3,45 = 3.260, p = 0.030, η2

p = 0.179), but no interaction effect.
Post-hoc analysis (Figure 5.2a) revealed that reading on same-depth (M =
187.24, SD = 52.46) took significantly less time (pbonf = 0.046, d = 0.544) than
on diff-depth (M = 196.32, SD = 61.32), and the slow-fade animation took
significantly less time (pbonf = 0.050, d = 0.640) than the scroll animation. The
Reading Times for each animation, in ascending order, were as follows: slow-fade
(M = 187.54, SD = 56.92) < blast (M = 188.23, SD = 56.78) < fast-fade
(M = 196.62, SD = 56.62) < scroll (M = 196.73, SD = 59.86). The same effects
were observed in the individual analysis of the same-depth condition.
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• Reading Accuracy: No significant main effects or interaction effects were found
(Figure 5.2b).

• Adjusted Reading Accuracy:While no significant interaction effect was found for
Adjusted Reading Accuracy, Figure 5.2c indicates a potential interaction effect
between the blast (fade-duration=0s) and fast-fade (fade-duration=2s) animations.
The Adjusted Reading Accuracy decreased for the diff-depth condition after a
fade-duration of 2s, but this was not observed for the same-depth condition.

Differences between same-depth vs. diff-depth conditions

During post-interviews, the majority of participants (14/16 = 87.5%) stated that
proofreading on the diff-depth was more challenging and time-consuming due to three
factors: visual switching, task complexity, and occlusion. First, since notifications on
the OHMD and proofreading tasks on the desktop were displayed at different visual
depths, more time was required to switch focus between tasks in the diff-depth condition
than in the same-depth condition. Second, the larger screen real estate of the desktop
allowed the entire passage to be visible at all times, making it difficult for participants
to identify where they had last stopped reading when switching back from attending to
notifications. Third, as notifications on the OHMD stayed within the user’s line of sight
regardless of head movements, two participants noted that notifications sometimes
obscured parts of the passage on the desktop, requiring them to move or rotate their
heads to continue reading.

The remaining participants (2/16 = 12.5%), who found proofreading on the same-
depth more difficult, reasoned that it was harder for them to estimate the remaining
length of the passage, leading to uncertainty about when to stop reading.

5.5.8 Secondary (notification) task performance

Overall, there was no significant main effect of animation on Interruption, Reaction,
or Comprehension measures. However, a tendency towards fade-in animation was
observed for the Satisfaction measure.

Interruption

There was no significant main effect of animation.
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• Perceived Interruption: After applying the Aligned Rank Transform for nonpara-
metric factorial ANOVA [258], a significant main effect of location was observed
(F1,105 = 13.320, p < 0.001, η2

p = 0.159), but no significant main effect of anima-
tion or interaction effect was found. Post-hoc analysis (Figure 5.3a) revealed that
Perceived Interruption was significantly higher for diff-depth (M = 63.03, SD =
23.35) compared to same-depth (M = 55.00, SD = 24.56), with pbonf < 0.001.

• RTLX : No significant main or interaction effects were found (Figure 5.3b).

(a) Perceived Interruption (0-100)† (b) RTLX (0-100)

Figure 5.3: Secondary (notification) task performance on Interruption. The X-axis
represents the animation, where SC = scroll, BL = blast, FF = fast-fade, and SF
= slow-fade. † represents a significant main effect of location (p < 0.05). Error bars
represent standard error. See Table 5.1 for details.

Reaction

No significant main or interaction effects were found for Noticeability. Nonetheless,
a decline in Noticeability was observed when fade-duration increased from 0 to 4 seconds
for both locations, as shown in Figure 5.4a.

Comprehension

No significant main effects or interaction effects were observed for Understandability
or Notification Accuracy, as shown in Figure 5.4b and Figure 5.4c.

Satisfaction

During the session, eleven participants (11/16 = 68.8%) could discern between
different animations, but only two participants (2/11 = 18.2%) could distinguish
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(a) Noticeability (1-7) (b) Understandability (c) Notification Accuracy (0-1)

Figure 5.4: Secondary (notification) task performance on Reaction and Comprehension
(N=16). The X-axis represents the animation, where SC = scroll, BL = blast, FF =
fast-fade, and SF = slow-fade. Error bars represent standard error. See Table 5.1 for
details.

between fast-fade and slow-fade.
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Figure 5.5: Animation preference for OHMD notifications during same-depth and
diff-depth conditions.

Figure 5.5 reveals that the majority preferred the scroll animation for same-depth
and slow-fade for diff-depth. However, when taking into account the participants’
combined preference choices (for both same-depth and diff-depth) and the weighted
preference1 (Figure 5.6), the overall tendency favored fast-fade. Participants reported
that fast-fade provided extra preparation time for the secondary task, which allowed
faster resumption: “If it’s a slow one [fade-in], I will finish reading the sentence before

1The weighted preference is determined by assigning weights to each preference and computing
their weighted average. For example, the 1st preference is assigned a weight of 4, the 2nd preference a
weight of 3, and so on, with the last preference being assigned a weight of 1.
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jumping to notifications. If it’s a sudden one [blast, scroll], I will jump to the notification
without finishing the sentence”.

Figure 5.6: Weighted preference1 (ranking) for each animation with 16 participants.
Here, SC = scroll, BL = blast, FF = fast-fade, and SF = slow-fade. Error bars represent
standard error.

In general, participants preferring scroll found it more noticeable and familiar,
remarking it was “very similar to receiving notifications on your phone”. Those
favoring blast appreciated the direct display of notifications, enabling them to rapidly
attend to notifications and resume proofreading. Conversely, participants who disliked
blast or scroll mentioned that these styles were too abrupt, causing distraction from
proofreading, with comments such as “I was forced to attend notifications when popping
down from [the] top”.

Participants preferring fade-in felt it provided time to prepare for incoming noti-
fications, cueing them to stop proofreading in advance. Those opposing the fade-in
(primarily slow-fade) disliked waiting for notifications as it diverted their attention
away from proofreading.

Two participants underscored the importance of context: for urgent notifications,
they preferred scroll, whereas, for non-urgent or primary task-unrelated notifications,
they favored fade-in. However, given the maximum delay induced by fade-in was less
than 4 seconds, the animation merely affected perception and did not delay notifications
enough to significantly impact.
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5.5.9 Discussion

This study provides a preliminary understanding of utilizing fade-in animation in
OHMD notifications and the associated trade-offs.

Q1. How does the fade-in animation compare to blast and scrolling anima-
tions?

Our results suggest that fade-in animation reduces interference with the primary
task as Reading Time was significantly lower than with the scroll animation. Though
there appears to be a peak at fast-fade in Reading Accuracy and an interaction at
fast-fade for Adjusted Reading Accuracy, no statistically significant differences were
observed in Reading Accuracy or Adjusted Reading Accuracy. Thus, fade-in animation
minimizes the primary task interference for task duration but not for accuracy.

While qualitative feedback (Figure 5.5.8) indicates that fade-in minimizes interrup-
tions, no significant differences were noted between animations in Perceived Interruption
or RTLX . Therefore, there is insufficient statistical evidence to argue that fade-in
animation is less distracting and cognitively less demanding than blast or scroll.

Given that there were no significant differences between animations in Adjusted
Reading Accuracy and Notification Accuracy, there is insufficient statistical evidence
to argue that there is an optimal fade-in duration. However, according to qualitative
feedback, fade-duration=2s (fast-fade) allowed participants to prepare for incoming
notifications (compared to fade-duration=0s, blast) and minimized the wait for notifica-
tions (compared to fade-duration=4s, slow-fade), suggesting an optimal fade-duration
around 2 seconds. Further studies are required to determine the exact duration.

Q2. Does the effect of fade-in depend on the primary task’s location?

Considering the participants’ feedback (Figure 5.5.7) and the significant main
effects of location for Reading Time, there is evidence suggesting that interruption
due to OHMD notification will be lower for task duration but not accuracy when the
notifications are presented at the same depth as the primary task. Nevertheless, further
studies are necessary to isolate the effect of location, as the complexity of the primary
task confounds the current results. For instance, in the same-depth condition, users
had to scroll through the passage, while in the diff-depth condition, users did not. This
affected the switching between notifications and proofreading (Figure 5.5.7). Finally,
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given the lack of significant main or interaction effects in Adjusted Reading Accuracy,
there is insufficient statistical evidence to either support or refute that the optimal
fade-in duration depends on the primary task’s location.

5.6 Study 2: Effects of mobility on fade-in OHMD
notifications

This study complements study 1 by considering the effects of mobility on fade-in
animation. All other aspects of the procedure were the same as those in study 1
(Section 5.5), except the apparatus for proofreading, which changed from a desktop to
an OHMD (Section 5.6.3).

5.6.1 Goals

Q3. Does the effect of fade-in depend on user mobility? In a realistic situation,
OHMD users will receive notifications while in stationary and mobile settings. As
mobile activities require users to pay additional attention to their physical environment,
task complexity tends to increase [177, 20]. This, in turn, may affect the perception of
fade-in animation.

5.6.2 Participants

Sixteen volunteers (10 females, 6 males, age M = 22.1, SD = 2.8) participated in
the study. They had similar backgrounds to participants from study 1 (Section 5.5.2),
except for two participants who had previously used an OHMD for 1 hour.

5.6.3 Apparatus

In controlled lighting, when OHMD users walk indoors, the focus of their eyes
changes based on the distance to obstacles (e.g., walls), which affects the OHMD
content display (e.g., the 2D text size can change in OHMDs) [103, 146]. To eliminate
this unwanted effect and simulate a realistic walking experience for mobile conditions
[23], participants were asked to walk on a treadmill (walking, Figure 5.7) at a fixed
speed of 2.5 km/h, similar to previous notification evaluations [206, 121]. A black
screen around 1m in front of the OHMD was maintained to provide a uniform color
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projecting surface. For the stationary condition (sitting), participants sat on a chair
and attended to tasks similar to study 1 (Figure 5.1a).

(a) User controls passages (b) User walks on treadmill

Figure 5.7: Apparatus in mobile (walking) condition.

5.6.4 Design and procedure

A repeated-measures within-subject design was employed to investigate the effects
of notifications for two mobility settings (mobility: sitting and walking) and four
notification animations (animation: blast, fast-fade, slow-fade, and scroll). The
conditions were counterbalanced using a Latin square blocked by mobility (i.e., half
of the participants completed sitting first, while the rest completed walking first) and
then animation.

5.6.5 Results

Each participant completed eight (testing) proofreading tasks and received at least
64 notifications, leading to the collection of 128 data points. Table 5.2, Figure 5.8,
Figure 5.9, and Figure 5.10 display the participants’ mean performance.

5.6.6 Primary (reading) task performance

Overall, we observed significant (pbonf < 0.05) differences in Reading Time and
Adjusted Reading Accuracy, but no significant differences in Reading Accuracy.
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Table 5.2: Average performance (‘mean (sd)’) in study 2 with 16 participants. The first
column represent the mobility-animation combination using the first letters of each (S
= sitting, W = walking; SC = scroll, BL = blast, FF = fast-fade, SF = slow-fade).

Primary (reading) task performance | Secondary (notification) task performance
Reading
Time

Reading
Accuracy

Adjusted
Reading
Accuracy

Notification
Accuracy

Understand-
ability

Notice-
ability

Perceived
Interrup-
tion

RTLX

S-SC 169.6
(44.3)

0.915
(0.102)

0.573
(0.155)

0.770
(0.101)

4.13
(1.50)

5.13
(1.41)

57.2
(22.1)

41.4
(16.8)

S-BL 171.1
(45.1)

0.920
(0.114)

0.563
(0.119)

0.727
(0.129)

4.50
(1.41)

5.63
(1.20)

53.6
(20.6)

39.5
(13.3)

S-FF 173.2
(48.8)

0.881
(0.118)

0.544
(0.162)

0.770
(0.106)

4.56
(1.41)

5.06
(1.44)

51.9
(22.1)

38.3
(14.0)

S-SF 173.1
(40.4)

0.926
(0.101)

0.555
(0.105)

0.750
(0.121)

4.69
(1.30)

4.88
(1.54)

53.4
(23.8)

38.5
(14.8)

W-SC 191.6
(44.1)

0.881
(0.118)

0.482
(0.122)

0.785
(0.131)

4.13
(1.67)

5.31
(1.20)

63.9
(20.0)

49.7
(12.4)

W-BL 189.5
(39.9)

0.909
(0.081)

0.497
(0.097)

0.727
(0.137)

4.50
(1.32)

5.00
(1.41)

63.1
(19.9)

47.3
(15.2)

W-FF 188.8
(46.8)

0.875
(0.136)

0.481
(0.096)

0.777
(0.121)

4.63
(1.20)

4.88
(1.63)

60.9
(20.4)

47.3
(15.8)

W-SF 186.0
(37.3)

0.926
(0.101)

0.512
(0.089)

0.758
(0.127)

4.81
(1.42)

4.88
(1.31)

62.1
(22.8)

46.1
(16.4)

(a) Reading Time (seconds)† (b) Reading Accuracy (0-1) (c) Adjusted Reading Accuracy†

Figure 5.8: Primary (reading) task performance (N=16). The X-axis represents the
animation, where SC = scroll, BL = blast, FF = fast-fade, and SF = slow-fade. †

represents a significant main effect of mobility (p < 0.05). Error bars represent standard
error. See Table 5.2 for details.
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• Reading Time: A repeated-measures ANOVA on Reading Time revealed a signifi-
cant main effect of mobility (F1,15 = 12.031, p = 0.003, η2

p = 0.445), but no signifi-
cant main effect of animation or interaction effect. Post-hoc analysis (Figure 5.8a)
revealed that reading while sitting (M = 173.73, SD = 43.70) took significantly
(pbonf = 0.003, d = 0.396) less time than walking (M = 188.96, SD = 41.22).

• Reading Accuracy: There were no significant main or interaction effects (Fig-
ure 5.8b).

• Adjusted Reading Accuracy: A repeated-measures ANOVA showed a significant
main effect of mobility (F1,15 = 16.575, p = 0.001, η2

p = 0.525), but no significant
main effect of animation or interaction effect. Post-hoc analysis (Figure 5.8c)
revealed that reading while sitting (M = 0.559, SD = 0.134) enabled significantly
(pbonf = 0.001, d = 0.545) higher accuracy than walking (M = 0.493, SD = 0.100).

Differences between sitting vs. walking conditions

During post-interviews, all participants reported that proofreading while walking was
more difficult and time-consuming than sitting due to the increase in task complexity,
even though the walking speed was “average” or “a bit slow”. Walking required
additional focus to maintain speed, which reduced the focus on the proofreading task
compared to sitting. Moreover, while walking, the OHMD moved along with head
movement, making it harder for participants to focus on proofreading and identify the
location where they last stopped after attending to notifications.

5.6.7 Secondary (notification) task performance

Overall, no significant main effect of animation on either Interruption or Reaction
measures was observed. However, both Comprehension and Satisfaction showed a
tendency towards the fade-in animation.

Interruption

Animation had no significant main effect overall.

• Perceived Interruption: A repeated-measures ANOVA after ART revealed a
significant main effect of mobility (F1,105 = 17.394, p < 0.001, η2

p = 0.226),
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but no significant main effect of animation or interaction effect was detected.
Post-hoc analysis (Figure 5.9a) revealed that Perceived Interruption for walking
(M = 62.53, SD = 20.35) was significantly higher (pbonf < 0.05) than for sitting
(M = 54.03, SD = 21.75).

• RTLX : A repeated-measures ANOVA revealed a significant main effect of mobility
(F1,15 = 13.817, p = 0.002, η2

p = 0.479), but no significant main effect of animation
or interaction effect. Post-hoc analysis revealed that Perceived Interruption for
walking (M = 47.62, SD = 14.73) was significantly higher (pbonf = 0.002,
d = 0.550) than that for sitting (M = 39.41, SD = 14.49). Furthermore,
Figure 5.9b shows a decrease in task load when fade-duration increases from 0 to
4 seconds for both mobility conditions.

(a) Perceived Interruption (0-100)† (b) RTLX (0-100)†

Figure 5.9: Secondary (notification) task performance on Interruption. The X-axis
represents the animation, where SC = scroll, BL = blast, FF = fast-fade, and SF
= slow-fade. † represents a significant main effect of mobility (p < 0.05). Error bars
represent standard error. See Table 5.2 for details.

Reaction

No significant main or interaction effects were found for Noticeability. As expected,
Figure 5.10a demonstrates a decrease in Noticeability when fade-duration increased
from 0 to 4 seconds for both locations.
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(a) Noticeability (1-7) (b) Understandability⋆ (c) Notification Accuracy (0-1)

Figure 5.10: Secondary (notification) task performance on Reaction and Comprehension
(N=16). The X-axis represents the animation, where SC = scroll, BL = blast, FF
= fast-fade, and SF = slow-fade. ⋆ represents a significant main effect of animation
(p < 0.05). Error bars represent standard error. See Table 5.2 for details.

Comprehension

Figure 5.10b and Figure 5.10c reveal an increase in Understandability and Notifica-
tion Accuracy with fade-in.

• Understandability: A repeated-measures ANOVA after ART demonstrated a
significant main effect of animation (F3,105 = 3.166, p = 0.028, η2

p = 0.216), but
no significant main effect of mobility or interaction effect. Post-hoc analysis
revealed that Understandability for slow-fade (M = 4.75, SD = 1.34) was
significantly higher (pbonf < 0.05) than that for scroll (M = 4.13, SD = 1.56).
As shown in Figure 5.10b, Understandability increases when fade-duration rises
from 0 to 4 seconds for both mobility conditions. This could be because, with
fade-in, users tend to shift their attention to notifications when they anticipate
their appearance, as opposed to immediate appearance animations (e.g., scroll,
blast) that capture attention instantly.

• Notification Accuracy: No significant main or interaction effects were detected
(Figure 5.10c).

Satisfaction

During the session, twelve participants (12/16 = 75.0%) correctly discerned between
animations; however, only one participant (1/12 = 8.3%) recognized the differences
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between fast-fade and slow-fade.
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Figure 5.11: Animation preference for OHMD notifications during sitting and walking
conditions.

As shown in Figure 5.11, the majority preferred the scroll animation for sitting
and slow-fade for walking. This preference is also reflected in the weighted preference2

(Figure 5.12), as fade-in provides users with extra time to prepare for the secondary task,
thereby allowing them to resume faster: “I prefer the fade in ones, as it’s much easier,
and on concentration as well. Because you know, it will appear in a few seconds, and
you know something is coming.” The reasons for individual animation preferences were
the same as those in study 1, Figure 5.5.8. Overall, when task complexity increased,
participants preferred fade-in, particularly slow-fade, for walking, mirroring the results
from study 1.

5.6.8 Discussion

This study provides an initial understanding of how mobility affects the usage of
fade-in animation in OHMD notifications.

Q3. Does the effect of fade-in depend on user mobility?

Although there was no statistically significant difference in Reading Time or Adjusted
Reading Accuracy (Section 5.6.6), the study results suggest that fade-in animation
reduces interference with the primary task during the walking condition, as also backed
by qualitative feedback (Figure 5.11). However, the results also show that RTLX

2When calculating the weighted preference, both fast-fade and slow-fade are considered as types
of fade-in.
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Figure 5.12: Weighted preference (ranking) for each animation with 16 participants.
Here, SC = scroll, BL = blast, FD = fade-in (taken fast-fade and slow-fade together).
Error bars represent standard error.

decreases and Understandability significantly increases when fade-duration increases
(Section 5.6.7). Comparing sitting vs. walking conditions, these results indicate that
the effect of fade-in (e.g., Interruption, Reaction, and Comprehension), indeed, depends
on mobility; and when task complexity increases, fade-in can improve Comprehension
and reduce Interruption with no significant effect on Reaction.

5.7 General discussion
As indicated in Section 5.5.8 and Section 5.6.7, fade-in animation performs com-

parably to blast and scroll in Reaction and Comprehension. Furthermore, fade-in
animation can mitigate the interference with primary tasks and Interruption, providing
users with an opportunity to prepare for upcoming notifications.

This result can be explained using the Unified Multitasking Theory [212] (Figure 2.1).
Fade-in animation provides an interruption lag (with the fade-duration), allowing
participants to remember the state of the primary task before attending to notifications.
This subsequently facilitates faster resumption of the primary task by reducing the
resumption lag associated with recalling where participants paused the primary task.
However, the benefits of fade-in animation are contingent on its fade-duration, location,
and the complexity of the primary task (Figure 5.5.7, Figure 5.6.6). If the fade-duration
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is too short, fade-in animation can draw attention to the notification too abruptly,
disrupting the primary task. Conversely, if the fade-duration is too long, users might
have to wait excessively before notifications become legible, which also interrupts the
primary task.

Furthermore, the fade-in animation aids users in preparing for focus shifts between
the OHMD notifications and their non-OHMD primary tasks, accommodating differ-
ent task locations. Similarly, as the complexity of the primary task increases, the
interruption caused by notifications escalates [20, 32]; hence, fade-in animation that
offers sufficient interruption lag to remember the state of the primary task minimizes
this interruption. Consequently, the optimal fade-duration duration depends on the
complexity of the task (Section 5.5.9, Section 5.6.8).

As anticipated, notifications become less noticeable when the fade-duration increases.
Given that the lighting of the external environment influences the noticeability of OHMD
content [66], the optimal fade-duration also depends on external lighting. Thus, both
fade-duration and OHMD display brightness should dynamically adjust to the user’s
lighting conditions.

Although fade-in animation can mitigate the interference with primary tasks, its
practical use should depend on the utility of notifications [153, 80]. As expressed by
several participants (Figure 5.5.8), how notifications appear can signal their importance
and urgency levels; slow fade-in notifications are well-suited to signal lower levels of
urgency [71]. Although perceived urgency and importance are influenced by fade-
duration, the maximum delay for notifications was 4 seconds. This implies that
fade-duration is not the predominant factor affecting attendance to notifications.

Given that the features used in our OHMD prototype are a subset of those from
advanced OHMDs (e.g., Microsoft HoloLens) supporting a wider field-of-view and
various anchoring techniques (e.g., world anchoring), we believe that our results can be
replicated in advanced OHMDs using similar configurations [119].

Finally, this study employed text reading, a structured visual search task, which
lacks support for resumability [222]. Thus, the results can be applied to similar
tasks such as browsing, gaming, and driving. However, if the primary task supports
resumability (e.g., grid searching), fade-in may not have an advantage over other
animations in terms of task performance.
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5.8 Limitations
In this study, 5-word single-color text notifications were used to isolate the effect of

animation. However, real notifications contain additional elements such as colors, icons,
and multiple text content [8] that can impact the effects of fade-in [144, 20], necessitating
further exploration. Although subjective ratings with a 2-second interval provided an
initial understanding of fade-duration, more granular details could be obtained using
eye-tracking and finer intervals (e.g., 1, 0.5 seconds). Since the notification duration was
fixed (i.e., 10s), the fade-duration influenced the time available for reading notifications,
potentially affecting the interference with the primary task [167]. However, participant
feedback indicated that they did not read notifications even when they appeared for
longer periods (e.g., blast), suggesting that the results were not influenced by the
available time.

5.9 Programming codes
The codes for this study can be found at https://github.com/NUS-HCILab/

FadingNotifications.

5.10 Conclusion
Through two controlled studies, we determined that fade-in animations can minimize

the interference of OHMD notifications with primary tasks compared to the prevalent
blast and scroll animations. Furthermore, we found that the effectiveness of fade-in
animations depends on fade-duration, the location of the primary task (i.e., depth),
and the complexity of the primary task (e.g., mobility). The results suggest that
the optimal fade-duration is influenced by the complexity of the primary task and is
approximately 2-4 seconds for reading tasks; this needs further examination.

Future research could investigate the design of an adaptive notification system
for OHMDs in which the animation and its properties (e.g., fade-duration for fading,
scroll-duration for scrolling) are dynamically altered based on the user context (e.g.,
brightness of the environment), the primary task (e.g., mobile reading), and the message
content (e.g., importance or urgency of the notification) to deliver notifications that
align with user expectations (e.g., minimize distractions).
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CHAPTER 5. NOTIFADE

Given these results, this chapter provides an answer to our thesis question (Sec-
tion 1.4). We can effectively reduce the attention costs associated with OHMD
notifications during multitasking by presenting information gradually, such as with
fading animations, to enable quick resumption of primary tasks.

Summary of statistically significant results:

• In the stationary (lab) setting,

– Attending to notifications at the same location (i.e., depth) as the primary task
resulted in reduced primary task completion time (i.e., reading time) and perceived
interruption compared to when the tasks were at different locations.

– Slow-fade animations required less time to complete the primary task than scroll
animations.

– When tasks were at the same location, the majority of participants (50%) ranked
scroll as their first preference. Similarly, at different locations, the majority (38%)
ranked slow-fade as their first preference.

• In the mobile (lab) setting,

– While sitting, the primary task completion time was less than when walking.

– While sitting, the primary task accuracy was higher than when walking.

– While sitting, both the perceived interruption and task load were lower than when
walking.

– Slow-fade animations were perceived as more understandable than scroll anima-
tion.

– While sitting, the majority of participants (44%) ranked scroll as their first
preference. Similarly, while walking, the majority (50%) ranked slow-fade as their
first preference.
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Chapter 6

Conclusion

6.1 Thesis review
Notifications are crucial in keeping users informed about secondary digital infor-

mation and managing their attention during multitasking. However, notifications can
distract users from their primary tasks and reduce performance. Therefore, this thesis
explored ways to minimize the attention cost of OHMD notifications by altering the
information presentation modality. To achieve this, the thesis harnessed three human
visual perception properties integral to the perception process (i.e., receiver, source, and
channel) to design OHMD notifications that minimize visual disruption in multitasking
scenarios.

Firstly, the thesis investigated the potential use of the paracentral and near-
peripheral visual regions of the eyes (receiver) for presenting OHMD notification
content. This area has been underutilized in HCI research. As a proof of concept,
circular progress notifications during social interactions were explored, and it was demon-
strated that circular progress notifications reduce disengagement with conversation
partners. This suggests that presenting secondary information within the circular area
of the paracentral and near-peripheral vision in OHMDs supports attention-maintaining
visualizations and minimizes attention costs.

Secondly, the thesis explored human pattern perception (source) by using pictograms
in OHMD notifications to facilitate recognition and enhance attention control. By
focusing on calendar notifications, the thesis demonstrated the desirability and feasi-
bility of transforming text notifications into pictogram-based notifications, providing
guidelines for researchers and practitioners. This indicates that transforming secondary
information into easily recognizable formats (e.g., text to icons) in OHMDs minimizes
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attention costs in acquiring such information.
Lastly, the thesis investigated the adjustment of luminance (channel) through

gradual brightness changes in OHMD notifications. This approach aimed to reduce
the disruption caused by sudden visual stimuli in near-eye displays. By using text
notifications as an example, it is shown that presenting notifications with fading
animations, gradually increasing luminance contrast, can reduce interference with
primary tasks compared to existing animations. This suggests that gradually presenting
notification content can minimize attention costs in OHMD notifications.

Through these projects, the thesis aimed to address the leading thesis question: How
do we modify the information presentation of visual OHMD notifications to minimize
attention costs while maintaining communicative effectiveness during multitasking?
The findings demonstrate that distributing OHMD notification content across different
visual regions based on importance, presenting them in easily recognizable formats
(such as pictograms/graphics instead of text), and employing gradual presentation
techniques (such as fading animations) enable quicker resumption of primary tasks and
help minimize the attention costs associated with visual OHMD notifications.

6.2 Design implications
With the emergence of consumer-grade OHMDs, these devices are poised to play

a significant role in accessing digital information. Similar to how the proliferation of
mobile phones led to the mobile interaction paradigm, OHMDs have the potential to
introduce the heads-up computing interaction paradigm. This thesis focused on an
important aspect of OHMD use and heads-up computing: handling notifications and
interruptions from digital information. It explored the utilization of human perception
abilities as a novel approach to address this challenge.

Considering the attention-utility trade-off inherent in notifications, this research
investigated various visual perception properties to minimize visual attention costs
while preserving utility, particularly communication effectiveness. Three key visual per-
ception properties are leveraged in transforming the information presentation modality:
vision regions (receiver), form perception (source), and luminance contrast (channel).
By incorporating these properties, the goal was to maintain communication effective-
ness (e.g., information capacity, comprehension) while reducing attention costs (e.g.,
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distraction).
It is important to note that while this thesis focused on specific visual perception

properties, other properties can also be utilized to minimize attention costs. However,
these properties are beyond the scope of this thesis and will be discussed as part of
future work (Section 6.4).

While the implications of each work are already presented in detail within their
respective chapters (i.e., Section 3.6, Section 4.9, Section 5.7), we provide a summary
of the key findings and their design implications here.

6.2.1 Distribute information content to engage different vision
regions to minimize attention costs

Although our focus was on OHMD notification presentations, the research findings
have broader implications for other types of informative OHMD presentations. One key
insight is the importance of minimizing interference with central vision when engaged
in a primary task. This implies that secondary information should be presented in
visual regions that have minimal impact on central vision. By utilizing other visual
regions, such as the paracentral and near-peripheral regions (as explored in Chapter 3),
designers can develop attention-maintaining displays for secondary information.

To achieve this, designers need to distribute information across different eye regions
or create information presentation layouts based on the user’s needs, considering factors
like the importance or urgency of the information at a given time (refer to Section 3.6
for more details).

Specifically, circular presentation of information on OHMDs can effectively utilize
the paracentral and near-peripheral vision while maintaining attention on a central
target. For instance, circular presentation of menus, conversation aids, and notification
summaries in OHMDs can support better multitasking compared to traditional linear
representations. However, further investigations are required to better understand
circular presentations’ implications and potential applications.

For example, consider a smart home scenario where a host wants to control smart
devices while socially interacting with guests. Presenting menu controls in a circular
arrangement surrounding the guest’s face can minimize the need to switch attention
between the guest’s face and device controls, enhancing social engagement and improving
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social acceptability (e.g., see [37]).

6.2.2 Convert information content to easily recognizable for-
mat to minimize attention costs

As demonstrated in Chapter 4, the transformation of text-only notifications into
icon-augmented notifications reduces the interruption caused by OHMD notifications
while maintaining comprehension and reaction. These findings on icon augmentation
can be extended to other forms of secondary information visualization on OHMDs. We
recommend that designers consider factors such as icon familiarity, encoding density,
and external brightness levels to effectively utilize icons in OHMDs (refer to Section 4.9
for more details).

For example, when users transition between different environments (e.g., from
indoors to outdoors), the presentation of icon-augmented notifications should be
dynamically adjusted (e.g., increasing/decreasing contrast difference) to maintain a
consistent level of noticeability across environments. However, further investigations
are needed to determine the optimal visualization type (pictograms vs. text) and
the specific conditions for different situational contexts and devices, as the choice of
visualization method depends on the specific requirements of the context (e.g., text
may be more suitable for conveying complex nuances such as tone, while icons enable
faster recognition compared to text).

Overall, transforming information content into an easily recognizable format, such
as using pictograms, minimizes attention costs in OHMD notifications. Future research
should explore the best practices for icon design and consider different contextual
factors to enhance the effectiveness of this approach.

6.2.3 Present information content gradually to minimize at-
tention costs

As discussed in Chapter 5, using fading animations to control luminance contrast in
OHMD notification content effectively reduces attention costs. However, the optimal
fading animation depends on various factors, including the complexity of the ongoing
task, mobility of the user, external brightness levels, and the urgency of the information
being presented (seeSection 5.7 for more details). Therefore, it is crucial to consider
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these factors collectively when designing notifications.
For instance, as the complexity of the task increases, the notification should switch

to a gradual presentation to minimize interference with the task. On the other hand,
when the urgency of the information increases, the notification should automatically
switch to an instant presentation to convey the sense of urgency.

Taking these factors into account during the design process allows for the effective
use of gradual presentation techniques in OHMD notifications, thereby minimizing
attention costs. Further research is needed to explore the specific parameters and
thresholds for different contextual scenarios and user preferences to optimize the
implementation of fading animations in OHMD notification design.

6.2.4 Cross combination

In realistic situations, a combination of the above guidelines should be employed
to maximize utility and minimize attention costs in OHMD notification design. To
achieve this, the system should consider contextual factors such as external brightness
levels and the user’s current primary task, along with the user’s attention level, which
can be tracked using techniques like eye tracking.

Based on the importance of each piece of information, the system should dynamically
adjust the layout and presentation modality of the notifications to minimize attention
costs. For example, more important content should be displayed in the central or
paracentral vision regions, which are more likely to capture the user’s attention. Less
important information can be distributed in the peripheral vision, reducing their
interference with the primary task.

Furthermore, text-based content should be transformed into a graphical format,
such as icons or pictograms, to facilitate easier recognition and comprehension. This
transformation helps minimize the cognitive load associated with reading text-based
notifications and reduces attention costs.

Finally, the system should consider employing gradual presentation techniques for
notifications, especially when the ongoing task requires focused attention. By gradually
presenting the notification content, the system can minimize interference with the
ongoing task and reduce attention costs.

By combining these guidelines and dynamically adapting the layout, presentation
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modality, and timing of notifications based on the context and importance of the
information, OHMD systems can effectively manage notifications and optimize the
balance between utility and attention costs.

6.2.5 Extending to Heads-Up Displays

Furthermore, our research findings can be extended to Heads-Up Displays (HUDs) in
vehicles and cockpits [53, 218], which share similar display characteristics with OHMDs.
In these applications, minimizing interruptions from secondary information, such as
notifications, is crucial to avoid potentially severe consequences like traffic accidents.
Therefore, attention-maintaining visualizations and easily recognizable information
presentation should be employed.

Additionally, design solutions for HUDs should consider the automatic presentation
and dismissal of information, including notifications. For example, notifications at the
beginning of a journey could display the required speed, while the estimated arrival
time could be shown near the end. Periodic display of directions, when needed, can
also be implemented. This approach helps drivers maintain their attention on the road,
promoting safety while providing necessary information.

However, it is important to note that OHMDs and HUDs may have different
affordances, such as differences in the field of view (FoV). Therefore, further verification
and adaptation of the guidelines proposed in this thesis are necessary to ensure their
applicability and effectiveness for HUDs.

6.2.6 Consider Device Affordances

While this thesis primarily focused on OHMD notifications, we anticipate that
the results can be applied to other forms of information presentation on OHMDs, as
perceptual properties are generally applicable. Therefore, researchers can apply our
high-level findings to the design of notifications on different devices, including heads-up
displays. However, it is crucial for designers to consider the specific affordances of
each device, such as the field of view and usage context, as they impose limitations
on information presentation. For instance, utilizing different visual regions may be
feasible on large-screen displays similar to OHMDs, as both can present information
across different parts of the visual field. However, it may be challenging on small-screen
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devices like smartphones due to their narrower visual angles.
Likewise, this thesis emphasizes the importance of understanding how existing

guidelines should be modified from desktop and mobile platforms to OHMD platforms,
as well as identifying principles that can be applied despite the differences in affordances
[148, 267, 239, 265]. For example, our studies revealed that contextual factors such as
external brightness play a significant role in icon augmentation, which may not be as
critical in desktop notifications. Similarly, the optimal fading properties for OHMD
notifications (e.g., around 2 seconds) differ from those for desktop and mobile notifica-
tions (e.g., less than 500 milliseconds). Moreover, determining the optimal presentation
may depend on the surrounding environment, particularly in situations where diverting
the user’s attention to secondary information can have severe consequences, such as
walking in crowded areas or crossing roads. Therefore, further verification is needed to
understand how device affordances interact with perceptual properties and existing
guidelines.

6.2.7 Minimize Information Overloading

It’s crucial to understand that solely employing mitigating strategies (Section 2.3.3)
might not be sufficient to address the attention costs associated with the potentially
large number of daily notifications. Hence, we suggest a multi-step process not explored
in this thesis. The first step involves providing the user with only the "necessary"
information (e.g., important notifications). This can be accomplished by employing
compact representations (e.g., removing filler words) and filtering strategies. Moreover,
OHMD operating systems could, by default, opt out of notifications or enforce individual
apps to get user permission upon first-time use (e.g., [250]). The second step involves
using mediating and scheduling strategies (Section 2.3.3) to present information when
users are most receptive. To achieve this, we may need to model user receptivity in
various contexts (Section 6.4.1, e.g., [72]). As examined in this thesis, the final step is
to apply mitigating strategies to reduce the attention cost of information. This can be
done by exploiting visual perception properties to design new visualizations that are
better suited for OHMDs.
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6.3 Limitations
The limitations associated with each work have been discussed in detail within the

corresponding chapters (i.e., Section 3.7, Section 4.10, Section 5.8). Here, we summarize
the limitations related to the generalization of results.

First, it is important to acknowledge that we explored notification designs in specific
contexts and for particular types of notifications, which may limit the generalizability
of the findings. The selected contexts and perception properties may not fully represent
all possible scenarios and visual presentation needs.

Secondly, we focused primarily on the notification content to isolate the effects
of different designs. However, in real-world scenarios, notifications often come from
specific app sources, and the visualization may need to consider the integration of those
sources and their respective information.

Lastly, our studies involved short-duration experiments with tech-savvy participants
in limited realistic scenarios and a small number of OHMD prototypes. Although our
sample sizes were moderate [38], the results may not capture the long-term effects and
may not be directly applicable to other populations, such as older adults or individuals
with visual impairments. Additionally, in some studies, the transition from controlled to
more realistic settings did not yield significant results due to the influence of confounding
factors present in real-world environments. To address this, future studies can either
simulate more realistic settings or employ improved experimental designs to better
control for confounding factors. Conducting pilot studies with researchers, who are
more familiar with potential confounds, can help identify and quantify the effects of
these factors early on.

6.4 Future work
Based on the research conducted in this thesis, there are several potential directions

for future research, which can be categorized into two main areas: OHMD notification
evaluation and OHMD notification applications.
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6.4.1 Notification evaluation

Explore other visual perception properties

This thesis focused on three fundamental aspects of visual perception: vision region,
luminance, and form/pattern, which affect how information is received, channeled,
and sourced (Section 1.4). However, there are other visual perception properties that
have yet to be explored in the context of OHMD notifications. For example, Colin
Ware provided a set of perception properties and design guidelines for information
visualization [245, Appendix D]. Exploring these unexplored properties and adapting
them to the OHMD notification context can provide valuable insights. For instance,
guidelines such as using different visual channels (G5.2, e.g., color, shape) to display
various aspects of data and using strong peripheral alerting cues (G5.19 ) for interrupts
when cognitive load is high can be adapted to minimize attention costs in OHMD
notifications. Additionally, notifications belong to different categories (e.g., messenger,
calendar) and have varying importance [211], so exploring how to visually present
these differences to OHMD users in different multitasking scenarios using various visual
channels and peripheral cues can help minimize attention costs.

Multi-modal notifications and user modeling

Presentation modality is a crucial factor that influences attention cost [154], and
exploring multi-modal OHMD notifications is an important extension of the current
research. While a detailed exploration of multi-modal notifications is beyond the scope
of this thesis, it is recommended for further study. Multi-modal notifications could
involve presenting audio notifications when users are visually engaged to minimize
visual interference and attention costs. Additionally, incorporating user and notification
receptivity modeling techniques (e.g., [161, 137, 262, 190, 240]) can help cater to
individual differences and personalize the notification experience. Further research is
needed to investigate when and how modalities can be switched, how each modality
complements or interacts with others, how they influence users’ goals, and which
combinations of modalities should be used in dynamic environments (e.g., outdoor,
noisy).
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In-the-wild evaluation

Contextual factors and their effects on receptivity and interruptibility have been
explored for mobile phone notifications in real-world settings [7, 159]. However, due to
the differences in device affordances, different principles and mechanisms may apply to
OHMD notifications. Currently, there is a lack of literature on large-scale evaluations of
OHMD notifications and comparisons between OHMD and mobile phone notifications
[211, 189], partly due to the relatively low usage of OHMDs compared to smartphones
(see [30] for camera usage on OHMDs). As OHMDs become more widely adopted
by consumers [4], larger-scale in-the-wild studies will be necessary to understand the
differences between OHMD and mobile phone notifications, taking into account device
affordances and contextual factors.

6.4.2 Notification applications

In addition to evaluation, there are potential applications of OHMD notifications
that can be explored. Some areas for future research include:

Notifications in communication

Unlike most notification categories that provide secondary information through
unidirectional information flow, communication applications involve bidirectional infor-
mation flow, necessitating user responses to notifications. This includes messaging and
email notifications, which may require users to respond directly within the notification
interface, circumventing the need to open the original application. To accommodate
such notifications on OHMD platforms, the development of multi-modal presentations
and interactions is necessary. Although preliminary investigations have been con-
ducted (for instance, text editing on OHMDs [78]), further exploration and analysis of
interaction design for OHMD notifications in communication scenarios are warranted.

Notifications in learning

Notifications can be used to seize underutilized opportune moments for produc-
tive tasks such as microlearning [111, 36]. By diverting users’ attention during these
moments, OHMD notifications can facilitate bite-sized learning. While past research
has explored context-based microlearning using mobile phone notifications (e.g., [62]),
OHMDs provide different affordances and present new opportunities for microlearn-
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ing [117]. Therefore, exploring the design space of OHMD notifications suited for
microlearning and determining how secondary information should be presented in these
situations is necessary.

Notification speculation

This thesis focused on the presentation phase of notifications (Section 2.3.4). How-
ever, people often speculate or guess the source of notifications based on pre-presentation
alert signals, context, and past events. Notification speculation influences users’ deci-
sions and their attention to notifications, and inaccuracies in speculation can lead to
negative emotions [42]. As notification speculation is under-explored in the OHMD
context, further research is needed to explore potential designs in the pre-presentation
phase to support OHMD notification speculation. This will enable users to make
more informed decisions about upcoming notifications and minimize the perceived
interruption caused by notifications.

We believe that exploring these and related future research directions will advance
the techniques presented in this thesis and contribute to academia and industry.

6.5 Final remarks
The current mobile interaction paradigm, centered around mobile phones, has

allowed us to access digital information anywhere, but it has also introduced negative
effects such as “smartphone zombies” and poor posture. With the advancement of
OHMDs, we believe that heads-up computing will be the next paradigm that addresses
these issues and meets users’ everyday digital information needs.

However, the constant influx of notifications from various digital services can be a
major source of distraction, especially when they are directly presented on near-eye
displays. This thesis has explored ways to mitigate the attention costs associated with
OHMD notifications while preserving their utility. However, it has also raised new
questions and opened avenues for future research, as attention costs depend on various
factors such as context and user characteristics.

Despite the specific research findings, the most significant contribution of this work
lies in demonstrating how visual perception properties can be utilized to minimize the
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attention costs of heads-up visual notifications. While we continue to develop strategies
to manage mobile phone notifications each year, it may take several more years to
effectively address the challenges posed by upcoming heads-up notifications.

In conclusion, this thesis has laid the foundation for understanding and optimizing
the presentation of OHMD notifications. Through the utilization of human visual
perception properties, we have explored innovative approaches to minimize attention
costs and improve the overall user experience. We hope that this research inspires
further investigations and advancements in the field of heads-up computing, leading to
more efficient and user-friendly interactions with digital information.
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