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ABSTRACT

The act of communicating with others during routine daily tasks
is both common and intuitive for individuals. However, the hands-
and eyes-engaged nature of present digital messaging applications
makes it difficult to message someone amidst such activities. We
introduce GlassMessaging, a messaging application designed for
Optical See-Through Head-Mounted Displays (OST-HMDs). It facil-
itates messaging through both voice and manual inputs, catering to
situations where hands and eyes are preoccupied. GlassMessaging
was iteratively developed through a formative study identifying cur-
rent messaging behaviors and challenges in common multitasking
with messaging scenarios.
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1 INTRODUCTION AND RELATED WORK

The proliferation of mobile devices has transformed our means
of communication, making applications (henceforth referred to as
apps) like WhatsApp, Telegram, Messenger, and WeChat common-
place [4]. However, using these apps during daily tasks, such as
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cooking or walking, is hindered by their design, which demands
extensive visual and manual interaction. Research reveals that indi-
viduals often use messaging apps while multitasking, with 13% of
messages sent on the move [1].

Given this context, we ask, “How can we refine mobile messag-
ing for effective communication during routine multitasking?” This
brings us to Optical See-Through Head-Mounted Displays (OST-
HMDs or Augmented Reality Smart Glasses) 8], designed for hands-
free usage and maintaining situational awareness [10, 14]. There
remains a void in crafting interfaces tailored for OST-HMDs suited
to daily multitasking, with current messaging apps for OST-HMDs
primarily being derivatives of mobile phone apps (A notable ex-
ception is Google Glass XE (2013-2017) [5, 6] which is discussed in
Appendix B).

The inclination to communicate while multitasking is evident
in messaging app usage [4], fostering closeness and support [2].
Mobile phones, while supporting multitasking, can be hazardous
in situations needing acute awareness, such as walking [7]. OST-
HMDs appear promising due to their hands-free nature and en-
hanced situational awareness. Voice input stands out as a feasible
hands-free technique for OST-HMDs, as other methods like head
and gaze inputs might be less accurate or result in ergonomic strain
(3, 11].

Consequently, we present GlassMessaging [9], a messaging ap-
plication for OST-HMDs, iteratively designed post examining the
prevailing needs, habits, challenges, and constraints users encounter
while messaging and multitasking.

2 SYSTEM

To cater to hands-busy scenarios, we introduced voice dictation
for text entry and voice commands for hands-free UI navigation.
We also implemented a ring mouse interaction to allow for faster
and more precise scrolling and selection while retaining mid-air
gestures due to their “intuitive” touch-like content manipulation
paradigm [9], as shown in Figure 1 (For apparatus and supported
interactions, please see Appendix A).
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Figure 1: Steps for sending a message after receiving a notification. The user wears the OST-HMD and a ring mouse and sees the environment.
The user (1) says ‘SHOW CHAT’, the interface is displayed, and a notification including the name of the sender and the sending time appears at
the top of the view with a beep sound; (2) says the name of the contact (e.g., ‘ PETER’), and the system automatically navigates to the chat
interface of the respective contact; (3) says ‘VOICE MESSAGE’ and dictates the message via voice. The system transcribes the user’s utterances
to text in real-time, displayed in the text entry box. Once the user stops speaking for a measured amount of time (silence gap), dictation turns
off automatically; (4) says ‘SEND’, and the system sends the message; (5) says ‘HIDE CHAT’, and the full interface is hidden, restoring the full

vision of the environment.

3 EVALUATION

To assess the effectiveness of GlassMessaging, we compared it to
the Telegram application on mobile phones in a controlled study
setting (N=16) in daily multitasking situations. Our findings [9]
indicate that, even with the present technological constraints of
the OST-HMD platform, GlassMessaging provided enhanced voice
input access and enabled smoother interactions than phones. This
resulted in a 33.1% reduction in response time and a 40.3% increase
in texting speed. These findings underscore the significant potential
of OST-HMDs as a meaningful complement to mobile phone-based
messaging in multitasking scenarios.

However, there are several challenges to overcome before fully
harnessing this platform’s potential. For example, the use of GlassMes-
saging resulted in a 2.5% drop in texting accuracy, especially with
complex texts. Moreover, current OST-HMDs have some inherent
downsides (e.g., rudimentary hardware capabilities, unfamiliarity,
limited interactions [8, 11]) when contrasted with the mature and
extensively tested mobile phones currently available.

4 CONCLUSION AND FUTURE WORK

While multitasking with messaging is a frequent real-life activity,
current mobile applications and platforms fall short in providing
adequate support. We pinpointed two primary situational impedi-
ments (i.e., hands-busy and eyes-busy) arising from existing mobile
platforms, which drove us to iteratively develop GlassMessaging,

a messaging application tailored for OST-HMDs to address these
shortcomings. We envision messaging on OST-HMDs as the forth-
coming communication frontier, acting as a valuable adjunct to mo-
bile phones during multitasking and driven forward by technologi-
cal progress. To realize this vision, it is essential to re-conceptualize
communication interfaces that align with OST-HMD affordances
and to devise strategies to overcome potential situational challenges
(e.g., privacy and social concerns with voice).
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A APPARATUS AND INTERACTIONS

We selected Microsoft HoloLens 2 (HL2), an OST-HMD with hand-
tracking, voice commands, and world-scale positioning (2k resolu-
tion, 52° diagonal FoV), to develop GlassMessaging, our messaging
app designed for OST-HMDs. A wireless ring mouse (Sanwa Sup-
ply 400-MAO077) facilitated easy directional UI element selection
(Figure 1). We developed GlassMessaging using Unity 3D, Mixed
Reality Toolkit (MRTK 2.8), leveraging MRTK’s built-in functions
for mid-air gestures, voice inputs, virtual keyboard, and content
stabilization. To simulate a realistic messaging experience, we im-
plemented a virtual chat server using Python, running on a tablet
computer connected to the HL2 via Wi-Fi, enabling bi-directional
communication through a socket connection between the client and
the server (see https://github.com/NUS-HCILab/GlassMessaging).

The output interface of GlassMessaging (as depicted in Figure 1)
includes four main Ul panels: notifications, contacts, chat messages,
and voice/keyboard input panels, as well as audio outputs. These
elements enable users to receive notifications, select contacts, and
compose/send messages using both voice and keyboard inputs. The
input interactions supported by this system are detailed in Table 1
and encompass voice commands, voice dictations, and manual in-
puts through ring interactions and mid-air hand gestures.

B GLASSMESSAGING VS. GOOGLE GLASS XE

Google Glass XE (2013-2017) [5, 6, 13], a discontinued product,
supported heads-up messaging. Here, we distinguish between our
application and Google Glass XE, showcasing our contributions
from both practical and academic perspectives.

B.1 Google Glass XE (GG) interface

GG incorporated a default set of voice action commands for messag-
ing [6]. Its lightweight and seamless design combined voice, head
gestures, and touch gestures for inputs and an OST-HMD for output.
To activate voice commands or send messages, users would utter
“OK Glass” and “Send a message to”, followed by the contact’s name
and message content. Users would respond to a message by saying
“Reply” followed by their message content. Hence, GG provided an
efficient method for sending and replying to individual messages.

B.2 Comparison

Table 2 depicts that both GlassMessaging (GM) and GG utilize voice
input for text entry and navigation. Our study [9] validates voice in-
put as an efficient tool, aligning with GG’s design. However, speech
recognition affects the accuracy of GM, a challenge possibly shared
by GG users. GG, while catering to immediate messaging require-
ments, had difficulty managing intricate conversations. In contrast,
GM upholds modern standards, emphasizing context via features
like full chat history and unread indicators. The display location
differs too: GG showcased content above the line-of-sight, demand-
ing attention shifts, while GM, leveraging advancements, positions
content within the line-of-sight, employing opacity adjustments
for awareness.

Interaction-wise, GG relied on head-gestures, while GM intro-
duced a gamut of methods like ring and mid-air gestures, provid-
ing flexibility for multitasking. Ultimately, while both platforms

Janaka et al.

serve heads-up messaging, their design nuances cater to different
generational hardware and user demands. GG, tailored for earlier-
generation glasses, prioritized real-time singular messages. GM, on
the other hand, leverages advanced OST-HMDs, managing both
immediate and layered messaging. A fusion of their strengths, such
as integrating GG’s head-gesture system into GM, could potentially
amplify user experience, especially in intricate messaging scenarios.
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Table 1: Supported input interactions of GlassMessaging

Function

Mid-air gesture

Ring interaction

Voice command

Reveal interface

Click ‘center’ button for 1 second

Show chat

Hide interface

Click ‘center’ button for 1 second

Hide chat

Open the chat related

to notification

Press on notification

Open notification

Open the chat with the

contact, <NAME>

Press on contact <NAME>

Click ‘up’/‘down’ button to
navigate

<NAME>

Activate voice dictation

Press on ‘voice’ button

Click ‘right’ button to navigate +

Voice message

Send the message Press on ‘send’ button click ‘center’ button to activate ~ Send
Open the virtual keyboard Press on ‘keyboard’ button Open keyboard
Close the virtual keyboard Press anywhere on the interface  Click any button Close keyboard

Go to the topmost contact

Scroll up using the finger

Click and hold the ‘up’ button

Scroll to the top

Go to closest top contact

Scroll up using the finger

Click ‘up’ button

Scroll up

Go to closest bottom contact ~ Scroll down using the finger Click ‘down’ button Scroll down

Start voice dictating to Reply

message received contact (Open notification + Voice message)

Text <NAME>
(<NAME> + Voice message)

Start voice dictation to
the contact, <NAME>

Table 2: A comparison between GlassMessaging and Google Glass XE. LoS stands for Line of Sight, and FoV represents Field of
View. Note: This list is not exhaustive and based on public online resources [5, 12, 13], as Google Glass XE has been discontinued
since 2017.

Features GlassMessaging with HL2 Google Glass XE (GG)

Interactions Voice, Ring-mouse, Mid-air Voice, Touchpad (on the right temple), Head gestures

Text entry Voice, Mid-air keyboard Voice

Display Binocular, Hig}:er-Resolution (2048x1080 px per eye) Monocular, Lowoer-re‘solution (640x360 px, right eye)
Larger-FoV (30° horizontal) Smaller-FoV (13° horizontal)

Chat history Shows last 3 messages and 3 contacts Shows last message and last contact

Chat position LoS (middle-center)

Notification position
Contact position

Above LoS (top-center)
Right of LoS (middle-right)

Above LoS (top-center), Manual switching between each UI

Ul opacity Increased for new messages Fixed

Ul access On-demand (using voice or ring-mouse) On-demand (by looking up or using voice)
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